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ABSTRACT Currently, the security of the Internet of Things (IoT) has aroused great concern. Face detection
under arbitrary occlusion has become a key problem affecting social security. This paper designs a novel face
occlusion recognition framework in the security scene of IOT, which is used to detect some crime behaviors.
Our designed framework utilizes the gradient and shape cues in a deep learning model, and it has been
demonstrated to be robust for its superiority to detect faces with severe occlusion. Our contributions contain
three main aspects: Firstly, we present a new algorithm based on energy function for face detection; Secondly,
we use the CNN models to create deep features of occluded face; Finally, to check whether the detected
face is occluded, novel sparse classification model with deep learning scheme is constructed. Statistical
results demonstrate that, compared with the state of the arts, our algorithm is superior in both accuracy
and robustness. Our designed head detection algorithm can achieve 98.89% accuracy rate even though
there are various types of severe occlusions in faces, and our designed occlusion verification scheme can
achieve 97.25% accuracy rate, at a speed of 10 frames per second.

INDEX TERMS Deep learning, security framework, IoT, face occlusion recognition.

I. INTRODUCTION been some developmental ATM surveillance systems. The

The Internet of Things (IoT) has become an important
research domain, and their applications have shown their
potential in recent years. In order to be successful in the com-
mercial world, deep learning technology has been broadly
used in action recognition, image recognition and computer
vision fields [1], [2]. Existing IoT devices, such as ATM
machines, are usually used to do some financial operations all
over the countries. One important reason for this is its capac-
ity in security application, which requires a video surveillance
system to distinguish potentially dangerous users from nor-
mal users solely based on the users’ face [3]-[5]. Detecting
potential criminals who have their faces covered is one of the
applications of our paper, and this will remind ATM users
not to cover his faces with something. Up to now, there have
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detection of partially occluded faces has been extensively
researched such as biometrics and digital crime, systems used
to detect abnormal face images [6]-[15] can be extensively
used in many aspects. However, although several approaches
have been established to improve the surveillance function
for ATM, they are still helpless when dealing with severely
occluded faces.

Two main algorithms are used in the process of detecting
face occlusion: head region detection and occlusion veri-
fication. While most of the face detection algorithms are
focussed on partial occlusion, don’t perform well for arbi-
trary occlusions. A few years earlier, Wen et al. tried to
solve the face occlusion problem based on the Gabor filter
function [6]. Considering the importance of temporal fea-
ture, spatial-temporal information has gradually become the
main feature of images [7]-[9]. Some reseachers tried to
use skin color information to locate face region [10], [11].
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Interestingly, some works are concerned with the popular
“recognition by parts” scheme, which basically aims to
get accurate face location by constructing effective mod-
els for analysing other human body regions [12]-[15]. All
methods above are capable of handling the partial occlusion
cases by teasing out other features from the non-occluded
regions of human body. Nevertheless, when severe occlusion
is the case, the detection rate of these algorithms will be
greatly compromised. On the other hand, in some appli-
cations of IoT, color model-based methods, contour-based
methods and matching-based methods can also be viewed as
different applications of face detection. Color model-based
methods [16]-[18] localize face parts through extracting the
color information of hair and face. These algorithms are com-
putationally straightforward but become incompetent when
the head region is massively covered. Matching-based meth-
ods [19], [20] detect head through calculating the similarity
between training model and the current region. Contour-
based methods [21]-[23], on the other hand, make full use
of shape information to characterize the contour information
of head part. Although this kind of method can process the
grievous occluded cases, the computational load is accord-
ingly heavy. In addition, working with low-resolution images
is not easy. Hence, this paper aimed to determine more accu-
rate face region by designing one more effective technical
framework.

Occlusion verification approaches could be classified into
three main kinds: Skin Color Area Ratio-based approaches,
head elements-based approaches, and classifier-based appro-
aches. Skin Color Area Ratio-based approaches [8]-[12],
[24] analyse face occlusion activity using the ratio between
detected face color pixels and head area pixels. This kind
of methods has strong robustness when it comes to the
problem of handling pose and alignment, but it’s prone to
be vulnerable to changes in illumination conditions. Facial
component-based methods [9], [25], [26] relied on current
status of human facial components. However, when facing
low resolution images, these algorithms will fail. Classifier-
based approaches [28]-[30] mainly relied on some classifica-
tion models. However, few training samples became the main
obstacle.

Apart from geometric facial image alignment/
normalisation, robust textural facial image feature extrac-
tion methods have also been developed to enhance the per-
formance of representation-based classification algorithms.
A number of studies have demonstrated that robust image
feature extraction methods can promote the performance of
pattern classification significantly. Classical representation-
based classification methods, such as SRC, CRC and LRC,
are usually based on image intensities thus perform poorly
in unconstrained scenarios. To address this issue, many
robust image feature descriptors, e.g. Local Binary Pat-
terns (LBP) [31], [32] and Gabor [33], have been used in
representation-based face classification and demonstrated
significant improvements in accuracy. More recently, with the
great success of deep neural networks, Convolutional Neural
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Networks (CNN) have been proven to be very effective in
extracting robust image features for a variety of image clas-
sification tasks [22], [24]-[26], [34]. However, most existing
deep-learning based image classification methods just simply
use the nearest neighbour classifier. This motivates us to fur-
ther explore the use of deep CNN features for representation-
based face classification. To this end, we extract deep
CNN features from geometric aligned facial images for
SRC-based face classification.

In recent years, video monitoring system provides efficient
data acquisition means for scene analysis and identification,
and is also an important part of smart city and urban security
monitoring, the understanding and recognition of complex
scene, one of the important is to realize the artificial intel-
ligence technology, the paper is mainly to monitor abnormal
bahaviors in front of ATM.

Detecting facial regions in ATM surveillance is more ardu-
ous due to the next three reasons: (1)Head detection algorithm
must has strong robustness to deal with arbitrary occlusion;
(2) As the human body is largely covered by ATM, the body
information available for analysis is very limited, regardless
of being deliberately masked or not. (3) Complex illumina-
tion conditions.

Through  investigating  these  various  methods
available [1]-[5], [11], [30], [35]-[40], face image detection
has been widely used in practical applications, and the acqui-
sition of face image is very important for the verification
of occlusion. In recent years, some new solutions have been
proposed [41]-[50]. However, when facing severe occlusion,
the performance of existing systems decreases significantly.

In accordance to the aforementioned challenges, we pro-
pose a robust face occlusion recognition algorithm, which
consists of two main modules: energy-based head detection
and sparse classification model-based face occlusion verifi-
cation. First, a new algorithm based on energy function is
designed to detect elliptical head contour. It overcomes the
problems common to approaches that rely on clear facial
features. Then, we develop a robust face tracking framework,
which uses deep regression network structure. Lastly, to con-
firm an occluded head region, a sparse classification model
is added to our algorithm. This helps to address various skin
color problems.

Our proposed algorithm mainly consists of three steps,
i.e., face detection, face tracking and face verification:
(1) Gaussian energy-based head localization; (2) In view of
the limited training samples, we put forward an effective dic-
tionary learning algorithm with deep features extracted from
CNN in face data.(3) Sparse classification model-based face
occlusion verification. A diagram elucidating the flowchart
of implementation is presented in Fig 1. Firstly, the head and
shoulder is located according to applying the algorithm based
on gaussian energy. Secondly, an robust and fast head tracker
combining with the deep network model is used to determine
the face region. Lastly, a modified sparse classification model
by integrating skin color and shape features is used for face
occlusion verification.
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FIGURE 1. The flowchart of the proposed algorithm.
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FIGURE 2. Examples of the face detection step using contour-based
algorithms.

Structure of our paper is organized as follows. Section 2
introduce some works similar our proposed algorithm.
Section 3 gives our designed head detection and tracking
algorithm. Face occlusion verification scheme is depicted in
Section 4. Section 5 gives experimental results and analysis.
Finally, Section 6 gives conclusions and future works.

Il. RELATED WORKS
In this section, we mainly introduce some methods similar to
our proposed algorithm.

A. CONTOUR-BASED ALGORITHM

At present, the head detection with respect to contour is
the only one most feasible scheme under the condition of
fully occlusion, and the head detection is a complicated and
challenging pattern problem, there are two main difficulties:
on the one hand, it is caused by the different characteristics
of head inside, head contains quite complex details, such as
hair color, skin color, glasses, head ornaments and so on;
on the other hand, due to the change of external conditions,
the different imaging angles lead to multiple postures of the
head, such as front side, side face and different features.
In addition, changes in brightness, contrast and shadow of
the image is also a major obstacle. All these factors make it
difficult to solve the problem of head detection.

Some examples of the face detection step using contour-
based algorithms are shown in Fig 2. To maintain the back-
ground of an input face image, some states are added to
the obtained more landmarks for piece-wise affine warp,
as shown in the figure. However, this kind of method depends
on the location of the face elements and owns a high
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computation complexity. Long years ago, head region
detection was predominantly occupied with gradient-based
histograms [15]-[29], [54]-[56], but now convolutional neu-
ral networks have captured the market [51]-[53], such that
more and more people are ignoring contour-based algo-
rithms. However, there exist many aspects to be further devel-
oped or explored for these contour-based approaches.

As is presented in [54]-[57], a contour is defined as an
outline that represents or surrounds the shape or form of a
target in the image. Generally speaking, this kind of method
is based on a priori knowledge, and there is no strict mathe-
matical specification.Contour is closely related to edges and
boundaries, which indicate the discontinuities in luminosity,
geometry, and physical properties of the object in the corre-
sponding space. It can be inferred that a clear definition about
above three key factors facilitates the selection of features.

B. ORIGINAL SRC MODEL

During the past decades, sparse representation has drawn
extensive attention in a variety of signal processing and image
analysis applications, e.g. signal encoding, signal processing,
image compression, feature representation, video analysis
and image classification [16]-[35]. For image classification,
the seminal work is Sparse-Representation-based Classifica-
tion (SRC). In this section, we introduce the basics of the
classical Sparse-Representation-based Classification (SRC)
method, which is the foundation of the proposed framework,
where the entire training samples consists of dictionaries
that come from query facial images. The query image was
categorized according to evaluation of which class gave rise
to the minimal error of reconstructing it.

In original model, we define K as classes of subjects,
A = [A1, Ay, ..., A3] is the dictionary formed by A;, where
Ai(i = 1,2,...,K) is the subset of training samples with
respect to i. y represent these testing samples. Classical
SRC algorithm follows the steadfast procedures.

(1) Normalize each training sample A;,i = 1,2, ..., K.

(2) Objection function determination and solve the
[1-minimization: X = arg min, {||y —AxII% + v llxlly },
where y is a scalar constant.

(3) Give the accurate prediction about test sample y:
Label(y) = argmin; {e;}, it is a minimization process
about e;, where e¢; = Hy - Aio?,-H;, @; standing for the
coefficient vector associated with class i.
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From above definition, it can be easily found that this
scheme is based on the potential assumption, this assumption
indicates a test sample can be reconstructed by a weighted
linear combination of just those training samples attached to
the same class. It is reported in [23] that it achieved impres-
sive performance,which presented that sparse representation
is naturally discriminative.

C. CLASS-SPECIFIC DICTIONARY LEARNING

Class-specific dictionary learning is defined like this: the ele-
ments in the learned dictionary D = [Dy, D», ..., Dg] indi-
cate class label correspondences to the targets classes, where
D; is the sub-dictionary with respect to class i. Our main
goal is to solve representation vector & = [Q1; @2; .. .; Ak
term, then we can use the class-specific representation
residual || y — D;a; ||2 as classification criteria. The sub-
dictionary D; could be got through the algorithm presented in
reference [33]: arg minp, 7, {||A; — D,'Zi||12v + A |lZill1}, where
Z; indicates the representation matrix of A; with respect
to D;. It’s basically a basic model of learning a class-specific
dictionary.

One thing to note is that, the mentioned model trains the
sub-dictionaries of designed model separately, the relation-
ship between different sub-dictionaries from different classes
is ignored.

1Il. PROPOSED OCCLUDED FACE DETECTION SCHEME

Head detection is the most important part of our proposed sys-
tem. In this part, we will show our recommended solution in
ATM surveillance of IoT. We present a novel energy approxi-
mation strategy and solve the problem of face occlusion well.

A. PROPOSED GAUSSIAN ENERGY FUNCTION
Head-shoulder region shows a resemblance to an Omega (£2),
which is very much like a Gaussian curve. [lluminated by this
phenomenon, we get sidetracked, maybe some appropriate
Gaussian curve could approximate the head edge. By adding
suitable energy terms, it is possible to reach a local minimal
energy.

Denote Q@ € R? as a closed region. The set of defined
Gaussian curves is denoted as C. In addition, we introduce
a scalar Lipschitz continuous function ¢ : 2 — R:

px,y) >0,
¢(x,y) > 0,

(x,y) € Q
(x,y) ¢ Q (1)

Then, the corresponding voting points can be defined as:
a=wif(x,y)—1 @)
The pixels obtaining a vote are then defined by:
o|lw e [—m, m] 3)

f(x, y) indicates the gray value of corresponding points.
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FIGURE 3. Schematic diagram of our movement rule.

Then, the potential energy function on a defined curved
line C is expressed as:

G= / ¢ (x, y)g(x, y)dxdy “)
c

where g(x, y) is a Gaussian distribution function.

The movement rule of the defined curved lines, i.e., the
left scanning line S, the right scanning line S, and the upper
scanning line S, is defined as:

S;=Land S, =L
S;=Rand S, =R
S, =U ifG, >0
S, =D ifG, <0 (5)

ifG;>0o0r G, <0
ifGi<0QorG, >0

where Gy, G, G, are the corresponding energy value
on the left, right and upper scanning line respectively.
S; = L and S, = L indicate that these lines move to the left,
S; = R and S, = R indicate that these lines move to the right,
S, = U describes these lines that move upward, and S, = D
describes these lines that move downward. As described
in Fig 3, red dotted lines indicates previous position of scan-
ning line, while red solid lines indicate current position.

In the end, based on the above analysis, we define the
following objection function:

T = argmin |G| + Blog(1 + |w|) (6)

where 8 is a constant value that controls the trade-off between
the minimal energy and fitting goodness.

Based on the aforementioned design, we construct a head
detection algorithm based on Gaussian energy, which consti-
tutes three phases: (1) Position initialization; (2) Minimizing
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FIGURE 4. Schematic diagrams of proposed Gaussian energy-based
function. (a) Initial position. (b) An example of our proposed algorithm
approaching the head edge. (c) G values range when approaching the
upper head edge. (d) G values range with respect to the left head edge.
(e) G values range with respect to the right head edge. (f) Expected result.

FIGURE 5. Head location results in different initial condition.

a potential energy-based iterative process; (3) Energy con-
straint conditions. Some more details are given in Fig 4. Also,
our method is robust to any position initialization, as is shown
in Fig 5.

Fig 6 shows some results of head location in a real
ATM scene. As it shows, although these images are with side
view, the heads’ left, right and upper boundaries can still be
located accurately. Our designed energy loss function is very
appropriate for side view. Through such an extreme example,
we can draw that our designed algorithm is very robust to
change of perspective.

B. ELLIPSE FITTING
Nevertheless, our proposed method cannot get the accurate
lower jaw position. Four examples are shown in Fig 7.

To handle above problem, more preprocessing will be used
in this experiment. We first utilize the Canny operator to
get the head edge. After that, we try to eliminate the messy
edges in the inner and upper area. We then adapt the least
square method to get an elliptical head region. By this means,
we can precisely get the lower jaw position. Two examples
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FIGURE 6. Head location results (indicated in red boxes) in sideview

condition in a real ATM scene.

FIGURE 7. Cropped head areas located with our proposed Gaussian
energy-based algorithm.

FIGURE 8. Examples of ellipse fitting results for a non-occluded face (a)
and an occluded face (b). Fitted ellipse.

illustrating this process for both a non-occluded face and an
occluded face are shown in Fig 8.

IV. PROPOSED OCCLUDED FACE DETECTION ALGORITHM
To verify whether the human face is covered or not,
we employ a novel sparse classifier, assuming one kind of
feature only, i.e., the deep CNN features.

Machine learning methods are commonly applied in image
recognition problems due to their capacity to improve perfor-
mance by learning from more labeled samples. With regard
to the face recognition target, features that have been deeply
learned need not only to be separable but also to be discrim-
inative. Because it is difficult to collect enough labeled data,
we need to build a deep model that depends on less samples.
Consider enhancing the discriminative ability of the deep
model, Wen etc. proposed new supervised pattern, named
it as center loss. In practical application, the center is lost
while learning the center information of the deep feature of
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each class, related report can be seen in [30]. Encouragingly,
their CNNs implement the most advanced accuracy. As a
result, we employ this kind of approach here to get enough
discriminant features.

The classical sparse representation classification (SRC)
algorithm achieves good performance in many pattern recog-
nition tasks [31]-[37], [46]-[50]. Original and detailed expla-
nation about SRC derives from these works [34], [35], [38].
SRC method has been applied well in some computer vision
fields [35], it has aroused people’s great attention. However,
how to learn more effective dictionaries is still an open issue.

In order to learn more effective features, we construct
an improved dictionary learning framework. While tradi-
tional SRC mainly consider the reduction of reconstruc-
tion error, our constructed model is additionally equipped
with two constraints, namely the similarity constraint and
coefficient incoherence constraint. The similarity constraint
is utilized to seek correlations between similar descriptors
through a shared dictionary space that each descriptor is
projected. The coefficients incoherence constraint is used to
confer poor reconstruction ability for training samples on the
class-specific sub-dictionaries. Thus, both the representation
residual and the constructed dictionary become more discrim-
inative, and final classification algorithm is also built on the
basis of the two items.

A. PROPOSED SPARSE CLASSIFICATION MODEL

In this paper, two parts, i.e., the similarity constraint and the
coefficients incoherence constraint, are introduced to make
sure the dictionaries we learned own more discriminating
characteristics. The similarity constraint is utilized to seek
correlations between similar descriptors through a shared
dictionary space that each descriptor is projected. The coeffi-
cients incoherence constraint is used to confer poor recon-
struction ability for training samples on the class-specific
sub-dictionaries.

In our constructed model, dictionary D = [Dy,
D», --- , D] represent the class labels, D; indicates the sub-
dictionary of corresponding class i. In order to get more
discrimative feature, we constructed a set of deep learn-
ing feature {a;li=1,2,--- ,k;j=1,2,--- N}, where a;
represents the j-th sample with respect to class i, the number
of classes is denoted as K, and /N indicates the total number of
training samples. Let A = [A1,As, -+ ,Aj] € RN where
A; = [a;1, ap, - - - , a;y], and the feature dimension is denoted
as n. Our target is to incorporate the similarity constraint and
coefficient incoherence constraint into the objective function
of our constructed model so that the dictionary is more
suitable for classification task. In addition, we build sparse
code Z = [Z1,Z2,--+,Z), D = [d1.da, -+ ,dx] € R
(k > nand k < N) represents the learned dictionary. Thus,
we try to construct a novel dictionary learning model:

(D,W,Z) = argmin{[|A — DZ|% + A1 IIZ1l,
+ 02 1Z —mlE 4 y1 IWZ — B2 + 2 W3}
st ldell, <1, Vee{l,2,-- k) )
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where m = [my,mp, --- ,m;] € RkXN m; represents mean
vector Z;, middle term ||WZ — BII% represents the classifica-
tion error, B = [0,0,---,by] € R™Y indicate the class
information of input features. b; = [0,0,---1---, 017 e R™
indicates corresponding vector. W € R™* is the parameters
matrix, and A1, A2, y1 and y» represent the normalized regu-
latory factors.

In the constructed learning scheme, the similarity con-
straint ||WZ — B||12F and coefficients incoherence constraint
| W||12, are designed in Eq.7.

Similarity constraint is utilized to seek correlations
between similar descriptors through a shared dictionary space
that each descriptor is projected. In our constructed dictio-
nary learning model, W constitute with a series of classifier
parameters, thus, we can obtain the minimum classification
error through minimizing ||W ||12,.

Overall, minimizing the similarity constraint ensures that
learned dictionary has better representation form of corre-
sponding samples and minimizing the coefficients incoher-
ence constraint enforces a confer poor reconstruction ability
for training samples on the class-specific sub-dictionaries.
By fusing the similarity constraint and coefficients inco-
herence constraint, the constructed dictionary become more
discriminative for the classification task.

B. OPTIMIZATION OF PROPOSED SPARSE MODEL

It’s easy to observe that the function of Eq. 7 is a solving
co-convex problem. Generally speaking, we can solve this
optimization problem by assuming that two variables are
constant value.In the following part, we will introduce the
specific solution process in detail.

Updating Z: At this time, D and W are considered to be
two known values, our main task is to find a solution to Z.
It’s worth noting that, if Z; is updated, all Z;(j # i) can be
considered to be constant. Therefore, we get the following
solution:

(Z) = argmin{||A — DZ|} + 21 IZll; + 22 1Z — mlI}:
+y1 IWZ — Bl ®)

And if we solve it further, we can get:

—1
Zi=|DTD+ G+l + nWIW| T D74+ dom,
+yiWTh;) )

Updating D: At this time, Z and W are considered to be
two known values, our main task is to find a solution to D.
If D; is updated, all D;(j # i) can be considered to be constant.
Therefore, Eq. 7 is further deformation into:

(D) = argmin {14 — DZII}},
s.t. ldell, =1, Vee{l,2,---,k}. (10)

The above problem in Eq. 10 is usually solved by classical
Lagrange dual scheme.

Updating W: At this time, Z and D are considered to be
two known values, our main task is to find a solution to W,
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Eq. 7 is further deformation into:
W) =argmin {y IWZ = BIF + 2 IWIF} (D)

It’s easy to observe that the function of Eq. 11 is a solving
least square problem. Finally, we can obtain:

m:mﬂ@ﬁ+§n4 (12)
1

Therefore, on the basis of the above solution process, all
parameters of Eq. 7 are easy to be obtained.

C. PROPOSED SPARSE MODEL-BASED CLASSIFIER
Based on the parameters obtained from the above solutions,
we started to design the classification task based on the
learned dictionary. Considering the different classification
tasks, we try to use different strategies.

The following is the representation model we have
designed:

A .
o =argmin {|y - Dal} +v llalo}  (13)
122 k
where y is a constant value, and & = [& ,Q S ,& 17,

L
where & represents the sub-vector with respect to dictio-
nary D;. Based on the similarity constraint and coefficients
incoherence constraint, the constructed dictionary become
more discriminative for the classification task, which can be
described as follows:

l=Wa (14)

It’s easy to observe that Eq. 14 is a linear predictive clas-
sifier, our goal is mainly to seek the label indexes, which are
closely related to the largest element of above vector /.

V. EXPERIMENTAL RESULTS

Considering the face occlusion detection framework con-
structed in our paper for arbitrarily occluded heads under
complex background, we tested a large quantity of video
sequences through using a common and stationary DVR
(www.pami.sjtu.edu.cn/people/zhangtao/), which simulate
the monitoring system of banks. Detailed verification was
carried out by analysing 120 video sequences of 8 objects
(40 video sequences for four cases: no occlusion, mouth
occlusion, head occlusion and other face occlusion). Experi-
mental results of face occlusion and head detection are com-
pared with the latest algorithms respectively.

The model we designed above can be divided into dic-
tionary learning phase and constructed classifier phase.
In the process of solving the dictionary parameters, we have
A1 =0:005; A2 = 3;y1 = 1; » = 0.1; and in classification
phase, we set y = 0.01.

A. PRE-PROCESSING

Compared to the traditional foreground extraction
algorithm [51]-[60], the frame difference method has
an obvious advantage of low computational cost, which
motivates us to use a frame difference method to detect
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TABLE 1. Performance comparison on face occlusion detection between
our algorithm and other method.

Algorithms Hit HitO AFA Time
Ours 98.89% 97.25% 1.86% 350ms
Jiaetal [19] 86.97% 95.62% 2.31% 431ms
Zhou et al [20] 86.67% 96.53% 2.09% 418ms
Dong et al [10] 64.29% 96.07% 2.77% 293ms
Sharma et al [40] 66.06% 96.18% 3.02% 255ms
Tan et al [14] 83.09% 95.82% 2.62% 298ms
Ohetal [17] 84.47% 96.18% 3.09% 437ms

moving objects. However, this kind of methods has three dis-
advantages: 1) The appropriate threshold of frame difference
is difficult to select, i.e., due to the noise, a inappropriate
value can lead to false edges; 2) It can not detect still objects,
i.e., objects with little or no motion within a short period;
3) The selection of appropriate frame interval that produces
enough object motion is difficult. In order to solve these
problems, we improve it mainly from the following two
aspects: the three-sigma rule [61], and the kurtosis-based
frame selection.

A fast reference frame selection algorithm was proposed
by Pan et al. [39] to make the numerous reference frames
computationally straightforward for foreground extraction.
For the above idea, we extract foreground by using the frame
interval selection and the adaptive thresholding method based
on kurtosis in [61], and afterwards both the calculation result
of frame difference method and the edge detection image are
considered to generate more complete motion edge. On the
other hand, the approach in [28] is used to to eliminate the
effects of light. In order to fill the holes and eliminate some
small areas caused by uneven illumination, image erosion and
image denoising operations are performed. Then, a horizontal
filling algorithm is applied, which scans each line of fore-
ground and pixels between the starting point and end point
are all set as foreground points. Finally, we can get a filled
foreground image.

B. EXPERIMENTAL RESULTS

In this part, we have done a lot of verification on the collected
video data based on the face occlusion verification algorithm
proposed by us.

In order to verify the excellent performance of our con-
structed algorithm quantitatively. This paper makes a detailed
analysis between our algorithm with the state-of-the-art
methods [10], [14], [17], [19], [20], [40] implemented by us.
Table 1 gives the comparation of the detection rate of head
(Hit), the detection rate of face occlusion verification (HitO),
the average false alarm rate (AFA) and the average process-
ing time. The classification performance is also evaluated in
terms of average accuracy and standard deviation (acc = std)
in Table 2. From the results shown in following two tables,
it is evidenced that our proposed algorithm achieved best
preformance with the state of the art.
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FIGURE 9. Results of occluded face detection.

Our method perfectly outperforms all others in all aspects.
Moreover, by trialing a large amount of test campaigns and
more realistic scenes, our evaluation result is more cred-
ible. Our constructed system works at an average speed
of 2-5 frames per second. Our solution outperforms state of
the art methods with the highest accuracy rates and strongest
practicability in all three cases. And for practical considera-
tion, we alarm when occluded face is detected in consecutive
several frames. Fig 9 gives the examples of detection results.

To verify the statistical significance, the classification per-
formance is tested in view of average accuracy and standard
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TABLE 2. Comparisons of classification results(Accuracy:%).

Algorithms acct std
Ours 96.39 1 1.47
Jia et al [19] 9419t 1.87
Zhou et al [20] 9435+ 1.76
Sharma et al [40] 9428+ 1.81
Ding et al [57] 9459t 1.70
Mahbub et al [58] 95.14 & 1.58
Wu et al [59] 94.91%F 1.64

deviation (acc = std) the state-of-the-art methods [19], [20],
[40], [57]-[59], as is shown in Table 2. Comparing with
the recent approaches, our proposed classification framework
perform better. In most cases, the precision of our approach
is at least 2% better than the others, except segment-based
method [58] and low-rank regression method [59]. To give
more statistical analysis, we perform z-test for the precision
obtained by segment-based method and low-rank regression
method and by our approach on our built ATM dataset, under
the null hypothesis using a significance level of 0.05. p-value
is found as 0.00082, indicating that accuracy rate performed
by our approach is indeed significantly better than segment-
based method and low-rank regression method.

VI. CONCLUSION

In this paper, we focus on developing a real-time occluded
face detection method. Different from the most existing
face detection algorithms aiming at detecting a normal and
unshaded faces, we have constructed an effective occluded
face detection mechanism which has better accuracy in the
detection based on the reduced computational complexity.
The background of this paper is surveillance of 10T, which
is mainly applied in target detection and recognizing at ATM
intelligent surveillance system. In this paper, we proposed a
novel face occlusion recognition framework. It provides three
stages, i.e., face detection, face tracking and face verification.
A novel energy with Gaussian curve is proposed, and then
novel face tracking algorithm with deep CNN feature we
applied, finally, we design a novel dictionary learning scheme
for verification task.

Our proposed head detection algorithm is shown to
be robust to detect faces with arbitrary poses. In addi-
tion, the face occlusion verification algorithm we pro-
posed can effectively distinguish whether the face area
is occluded or not. Experimental results indicate that our
designed head detection algorithm can achieve 98.89% accu-
racy rate even though there are various types of severe
occlusions in faces, and our designed occlusion verifica-
tion scheme can achieve 97.25% accuracy rate, at a speed
of 10 frames per second.

The vision-based face occlusion detection is a relatively
independent part that touches wider areas, and there exist
many problems that have not been solved perfectly. In future
work, we are planning to focus on the following issues:
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1) To develop other head detectors which are more capa-
ble of dealing with a variety of head poses. For example,
in some cases where the angle of tilt is very large. 2) Find
these algorithms that are capable of detecting faces for all
races, sexes, and ages. For example, Westerners, Europeans,
Africans. 3) Do some improvements so that the algorithm will
not fail to detect these faces in the cases of severe variations in
skin color due to large illumination changes. Extreme lighting
conditions can be fatal. 4) To facilitate the research of other
scholars, building more ground-truth datasets with respect to
ATM surveillance scene is necessary.
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