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ABSTRACT In the process of physical fitness training, it is an important subject of scientific physical
fitness training to adjust and control the physical load intensity in real-time, accurately and effectively
according to the physiological load inside the human body so as to make it consistent with the predetermined
goal of the training plan. Aiming at the current demand of smartphone popularization and athlete training
monitoring, this paper designs an intelligent monitoring system of physical fitness based on the Internet
of Things technology. By selecting such factors as vertical jump, fast leg raising, sitting forward, height,
chest circumference, percentage of body constitution, YOYO intermittent endurance running and so on,
using RFID technology to mark different athletes, and after using the particle swarm optimization method
of BP network to establish the evaluation model of the athletes’ physical condition. Through simulation,
the physical condition of athletes is accurately predicted, which provides a new scientific and technological
means to improve the efficiency of physical training and make physical training scientific.

INDEX TERMS Physical fitness, intelligent monitoring, The Internet of Things, BP neural network, particle
swarm.

I. INTRODUCTION
With the development of national economy and the improve-
ment of people’s living standards, people pay more and
more attention to their healthy development, and the wave
of national fitness is gradually flourishing [1]. Sports events
as one of the activities to show the level of national physical
fitness and health in all countries of the world, achieving
excellent results are the ultimate goal of athletes’training and
competition [2]. By testing the athletes’physical condition,
we can give full play to their athletic ability and achieve
excellent results. For the physical fitness test of athletes,
the testing methods and analysis methods of all countries in
the world are constantly improving and developing.

The traditional way of physical fitness test is that the coach
records the athletes’physical fitness test results regularly,
evaluates the athletes’ physical fitness status through com-
prehensive results, and specifies the next training plan [3].
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Kietzmann T [4] studied the effect of intensive training on
the stability and instability of surface physical fitness of pre-
adolescent football players, and used ANCOVA model to
analyze the results of physical fitness test. Zhao et al. [5] ana-
lyzed and discussed the rationality and validity of the physical
fitness test content and standard of Sanda athletes by means
of the test method and multivariate statistical method, and
established the evaluation criteria for the physical fitness test
of Sanda distant mobilization. Woods et al. [6] made a basic
sports evaluation of Australian young athletes. By testing the
basic movements, the non-parametric correlation matrix of
Spearmanwas established, and the correlation coefficient was
visualized by using the correlation graph presented by the
cycle, which provided help for the selection of athletes. With
the development of computer technology and the Internet of
Things technology, through the establishment of appropriate
database, data storage, extraction, association and analysis
can provide accurate information data for athletes’training
programs to assist coaches in management. Yang [7] estab-
lished a database system, which inputs the physical fitness
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test process and the result data of table tennis players into the
system. Through optimizing the database management mode,
output the key physical fitness index system, and feedback
to the coach to formulate the corresponding training pro-
gram, thereby improving the training efficiency and quality
of athletes. For the development of physical fitness testing
system, Miller et al. [8] developed an RFID system for aero-
bic cardiovascular endurance running and a 6-minute walking
test, which is a common tracking and tracking technology
and plays an important role in the field of sports testing.
Tseng et al. [9] have studied a comprehensive physical fitness
testing system for the elderly. The system consists of four
modules to evaluate the health status of users. The testing
information will be recorded and managed through wireless
sensor networks in order to better understand the health status
of users. Huang et al. [10] developed an intelligent execu-
tion scheduling system for specific fitness and health care
systems. Using fuzzy logic reasoning, test results of health
care systems are automatically generated, and scheduling
schemes are generated by genetic algorithm, which effec-
tively improves people’s system health management system.
Traditional physical fitness testing methods have many prob-
lems, such as the huge amount of data, complex manual
management and so on. It can provide important conditions
for physical fitness monitoring by building the database and
portable equipment.

In this paper, portable sensors and RFID technology
are used to monitor athletes ‘physical fitness in real-time.
By building an intelligent physical fitness monitoring system
on the Internet of Things, athletes’ physical fitness testing
information is stored and classified, and the BP network
method is used to analyze the correlation of data. Which
can provide users and coaches with a high matching training
program, make athletes ‘physical fitness test develop towards
a scientific and regular direction, give full play to athletes’
competitive potential and improve athletes ‘physical fitness.

II. CONSTRUCTING THE INDEX SYSTEM OF PHYSICAL
FITNESS TESTING
Athletes ‘physical fitness determines their competitive level,
so the competitive level is themost important factor to achieve
sports results. Getting the real-time physical fitness of ath-
letes plays an important guiding role in the whole sports
training and competition activities. It is the direct expected
goal of all kinds of work, that is, the objective condition
for scientific diagnosis of training and competition effect,
and the important basis for scientific control of training and
competition process [11].

At present, the definition of physical fitness at home and
abroad is mainly divided into two aspects, one is broad
physical fitness, the other is narrow physical fitness. The
generalized physical fitness refers to the basic form, function
and sports quality of the human body [12]. The narrow sense
of physical fitness is the embodiment of special ability rep-
resented by special sports quality. Therefore, special quality
is the core of physical fitness, form is the external structure

FIGURE 1. Hierarchical chart of action mode elements and physical
fitness elements.

of physical fitness, and function is the internal reflection of
physical fitness [13]. According to the definition of physical
fitness operability, physical fitness is defined as: physical
fitness takes shape as its external characteristics, function as
its internal function, and sports quality as its core content to
maintain the human body’s ability to bear load and adapt to
the environment. According to the division of the structural
elements of physical fitness, it is considered that the main
structural elements of physical fitness are morphology, func-
tion and sports quality, and the core embodiment of physical
fitness is to highlight the sports quality. The structural ele-
ments of physical fitness are shown in Fig. 1

The idea of action mode was put forward by Mike Boyle,
an authoritative American expert on physical fitness. The idea
of action mode is based on flexibility and stability. Flexi-
bility and stability should be trained first in physical fitness
training, and then it should be transferred to specific quality
training. Flexibility and core are the key elements of physical
fitness structure in this paper. Athletes ‘cardiac strength is the
foundation, and their sport quality is the highest performance.
Morphology and function are the guarantee conditions of
physical fitness [14], [15].

For competitive sports, the ultimate goal of sports training
is to create excellent sports results, and the physical fitness of
athletes is the most basic and controllable factor to improve
competitive ability [16]. Physical fitness test is the basic way
for coaches to understand the physical fitness of athletes.
Coaches should regularly carry out physical fitness tests on
athletes, convert the results of each athlete’s physical fitness
tests according to different test standards, then evaluate the
athlete’s physical fitness status according to their own experi-
ence, and formulate corresponding training programs to guide
training. However, with the accumulation of test data, it has
become more and more difficult to manage and analyze these
data by manual processing. By using the traditional data pro-
cessing and database management functions of the computer,
we can solve the management problem of physical fitness test
data, help coaches to manage athletes, sports performance
conversion, historical data management and other aspects,
and improve the efficiency of data processing. However, it
cannot solve the scientific evaluation and prediction of the
physical condition of sports, and cannot discover the knowl-
edge hidden behind the data resources [17].

Traditional data analysis and processing methods only
analyze the local or surface characteristics of the data, but
cannot get the description of the overall characteristics of the
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FIGURE 2. Comprehensive physical fitness evaluation index system.

data hidden behind the data and the prediction information
of its development trend. Physical condition evaluation and
prediction are concerned with the important information hid-
den behind these data. Data mining technology can extract
valuable, previously unknown, implicit and potentially useful
knowledge from a large number of raw data. Therefore, it is
very suitable for the analysis of athletes ‘physical fitness test
data. At present, the more widely used method is to rely on
the experience of coaches to adjust the athletes ‘physical con-
dition to the best through adjusting and intensifying training
during the preparation of competition. This requires coaches
to have rich training experience, and fully understand the
physical condition of athletes. Obviously, this increases the
pressure on coaches to make decisions and the possibility
of making mistakes. Through these historical data analyses,
we can find out the development and change rules of athletes
‘physical fitness state, predict athletes’ physical fitness state
in a certain period, and provide the scientific basis for coaches
to make training plans. The first condition to solve this prob-
lem is to construct the index system of athletes ‘physical
fitness evaluation [18].

Physical fitness test index is an important reference to
reflect athletes’ competitive ability, and is also the core of
the evaluation. The representativeness and validity of indica-
tors determine the reliability and practicability of test data.
Screening and determining indicators is the primary task of
evaluation and is also an important factor affecting the whole
evaluation results. By reading the predecessors’ research of
physical content, inductive conclusion predecessors study
mainly from three aspects of fitness, combining with the
above certain actions and hierarchical relationships on the
basis of the physical elements, from the three of quality,
form and function of the movement of athletes in the face
of the athletes’ physical fitness evaluation, finally constitute
three first-level indicators, 10 second indices and 12 athletes
physical ability evaluation index system of three indicators,
as shown in Fig. 2.

The height of an athlete has a certain influence on his
sports ability. Taking ball games as an example, tall athletes

have certain advantages in the control of the ball in the air to
expand the effective control range. The wide chest circum-
ference of athletes is conducive to maintaining a reasonable
physical confrontation in sports. The percentage of body
fat reflects the rationality of the athlete’s form. The lower
the percentage of body fat, the more muscle and less fat
the athlete has. Too much body fat will increase the weight
of athletes, affect the ability to run in sports and complete
technical movements. A reasonable percentage of body fat is
an important condition for athletes to improve their perfor-
mance [19].

III. DESIGN OF PHYSICAL ABILITY INTELLIGENT
MONITORING SYSTEM BASED ON THE INTERNET OF
THINGS TECHNOLOGY
Through the establishment of index system for athletes’ phys-
ical fitness monitoring items, athletes’ physical fitness infor-
mation can be collected pertinently and then effectively corre-
lated and analyzed. Among them, the information monitoring
platform and data analysis are important links. Therefore,
the construction of physical intelligence monitoring system
that based on the Internet of Things technology has real-time
convenience for athletes to obtain their own information.

A. PRINCIPLE AND APPLICATION OF THE INTERNET OF
THINGS TECHNOLOGY
As the most important component of the new generation of
information technology, the Internet of Things was proposed
by an American professor in 1999. It has developed from
the initial radio frequency technology, sensor equipment,
etc. to the current embedded system, cloud computing and
other intelligent technologies with high-tech level [21]–[23].
The main purpose of the Internet of Things is to realize
intelligent identification, location, tracking, monitoring and
management of objects. By using the Internet of Things tech-
nology, people can use any The Internet of Things network
to exchange information with any person and object. The
working principle of the Internet of Things is to connect
various objects with the Internet according to a prescribed
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FIGURE 3. Basic architecture and application of the internet of things
technology.

protocol through information storage devices to complete the
exchange and communication of information and data, such
as radio frequency identification (RFID), global positioning
system, infrared sensors, laser scanners, etc.

The organizational structure of the Internet of Things gen-
erally consists of three parts, namely, the perception layer,
the transport layer and the application layer [24]. The sensing
layer is formed based on the combination of various types
of sensors and sensor gateways. Sensors, two-dimensional
codes, radio frequency devices, etc. Through detecting and
sensing the information of objects, valuable information is
screened out by using short-range transmission technology,
cooperative processing technology, etc. Finally, data collec-
tion and precision improvement are completed.

The transport layer is also called the network layer. Its
function is to transmit the information and data collected
by the perception layer to the network, thus helping users
to realize the application and control of objects. In the pro-
cess, the sensing data is first connected to Ethernet, wire-
less network or satellite cluster, and then transmitted over
a long distance by using mobile communication network,
Internet or private network [25].

The application layer is the interface link between the The
Internet of Things and users. It can make corresponding deci-
sions scientifically through arithmetic operations, which can
greatly meet the needs of industry development and provide
powerful information management functions, promote the
good application and integration of The Internet of Things
information within the scope of industry technology. Which
facilitates the management and development of the indus-
try [26]. Fig. 3 shows the basic architecture and application
of the Internet of Things technology.

As can be seen from Fig. 3, the Internet of Things tech-
nology has developed rapidly and has powerful functions.

The continuous enrichment of architecture makes its applica-
tion scenarios more complex. At the same time, the informa-
tion transmission is more accurate, and the mandatory opera-
tion is fast and convenient. With the continuous development
of The Internet of Things technology, people have added a
two-layer technical architecture, which includes an access
layer and a support layer. The sensing layer is only respon-
sible for reading object information and collecting data. The
access layer is where users use terminal equipment to interact
directly with the network through the access layer and meet
different needs of users [27]. The support layer is responsible
for data processing, and it transmits the processed informa-
tion data to the application layer through the interface.

In the application process of the Internet of Things, it has
the following characteristics:

a. Tight safety and controllability. Protect users’ privacy
information and prevent network attacks.

b. Integrated sensor and high frequency update rate. Dif-
ferent types of sensor information are collected and output
formats are converted, and continuous high-frequency infor-
mation updates are maintained.

c. wide application domain specificity. The Internet of
Things technology is specialized in various fields.

d. High stability and reliability. Stable transmission and
reliable accuracy of equipment information can be main-
tained in any complex scene.

e. Intelligent monitoring and control. Intelligent monitor-
ing is realized by combining with sensors.

At present, the application of the Internet of Things mainly
focuses onmanagement and control in the fields of aerospace,
public transportation, intelligent agriculture and logistics
express delivery [28]. For example, the Internet of Things
technology is used to monitor the real-time information of
aviation components and effectively control internal perfor-
mance and quality. The Internet of Things technology is used
to accurately obtain vehicle information and route informa-
tion, and ensure travel efficiency and safety. The Internet of
Things technology is used to monitor the growth conditions
of crops, which is convenient for users to determine the
appropriate planting conditions and time. The Internet of
Things technology can be used to realize the information
transmission and positioning of logistics express delivery.

B. DESIGN OF INTELLIGENT MONITORING SYSTEM
According to the athletes’ physical fitness test content and
training program output, the intelligent monitoring system
designed in this paper needs to collect, transmit and process
the athletes’ sports data in real-time. Which transmits the
athletes’ actual physical fitness status to the terminal. At the
same time, it also needs to have corresponding training pro-
grams for users to choose. The principles followed in the
system design process are:

a. The system is functionally complete.
b. The system is easy to use.
c. The system has maintainability and expandability.
d. The system has high security.
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In principle, the development of system functions should
meet the needs of users, constantly update the system,
upgrade and maintain the wrong and imperfect contents. And
they prevent external attacks by setting up a permissionmech-
anism to avoid the disclosure of personal information. In the
application process of intelligent monitoring system, the core
technology and hardware equipment play an irreplaceable
role.

1) CORE TECHNOLOGY
a: WIRELESS SENSOR TECHNOLOGY
Wireless sensor technology is a wireless network formed
by combining a certain number of sensors through logi-
cal modes. In the application environment, it can intelli-
gently collect the data of connected objects, and transmit the
obtained results to the receiver at the other end of the network.
Its function corresponds to the perception layer in the Internet
of Things platform. Through monitoring the athletes’ heart
rate, pulse, blood pressure and other physical factors, it is
transmitted to the Internet of Things platform through the
network, which is convenient for the next data processing and
analysis.

b: RFID TECHNOLOGY
RFID technology can be applied to the Internet of Things
to carry out specific identification, which collects and tracks
application target data by setting up electronic tags [29].
Through the technology, athletes’ physical fitness monitoring
information can be stored for a long time. And it can be
directly retrieved and analyzed during the next monitoring,
so as to ensure that athletes’ real information is properly man-
aged. At the same time, RFID technology can be combined
with wireless sensing technology to quickly monitor athletes’
physical fitness.

c: NETWORK COMMUNICATION TECHNOLOGY
At present, TCP/IP protocol can be widely used in many
fields. Because IP is unique, various IP-based transactions
can be interoperated under different network conditions under
the same protocol standard. Therefore, through the same
protocol standard all fields connect IP together to realize
seamless convergence of IP. Then the information is analyzed
and processed by software. Finally sharing and calling are
realized.

d: HTTP PROTOCOL TECHNOLOGY
As the mainstream standard of WEB data transmission,
HTTP is relatively simple to use, stable and efficient. HTTP is
a text transmission protocol. It also is suitable for distributed
hypermedia information systems [30]. Therefore, a connec-
tion is established between the server and the client based on
TCP protocol to realize data transmission. HTTP is simple,
fast, flexible, connectionless and stateless.

The combination of the above core technologies is inte-
grated into the intelligent monitoring system to ensure the

collection, storage and analysis of monitoring data, so that
athletes and coaches could receive accurate physical fitness
testing information.

2) HARDWARE EQUIPMENT
As the main body of hardware equipment, portable sensors
are mostly designed in wearable equipment. They mainly
realize motionmonitoring through gyroscopes, GPS, ambient
light sensors, skin temperature sensors and optical heart rate
sensors. The coarse data collected by the acceleration sensor
uses the first-order low-pass filter with a cut-off frequency
of 0.25Hz to filter out the data fluctuation and distortion
points existing in the continuous data sequence. Thus it
reduces noise interference and improving the accuracy of the
data to dynamically control the motion state of the movers in
real-time. Gait judgment is completed according to threshold
judgment and time window monitoring. Through gait mech-
anism of human body movement, acceleration in different
dimensions is calculated by using composite acceleration
values. Step recording and energy conversion algorithms
are designed and completed. The portable sensor can mon-
itor information data such as heart rate, number of exercise
steps, calories, etc. At the same time, it should use the net-
work or Bluetooth to keep the data synchronized and transmit
it to the platform in real-time.

In the Internet of Things architecture, the cloud platform
is the data center of the system. Its function is to analyze
and store the data uploaded to the network database, and can
display it in the form of user visualization. User manage-
ment of cloud platform is used to distinguish different users
and corresponding devices. They store information through
association tables and provide interface functions to facilitate
users to log in.With the increase of the number of devices and
user information, the cloud platform can carry out effective
classification management and storage, which is the basis of
system operation. At the same time, it should ensure that
it can be efficiently processed and accessed. The physical
fitness intelligent monitoring system based on the Internet of
Things technology is designed, which is shown in Fig. 4.

As shown in Fig. 4, the system uses portable sensors as task
carriers, which uploads them to visual equipment through
wireless networks, and feeds back the core information of
physical fitness to users. So that they can specify correspond-
ing training schemes. The system fundamentally removes the
disadvantages of traditional manual management, and real-
izes low data storage cost, large storage quantity, convenient
query and retrieval, high data security, good data confiden-
tiality and high data reliability.

IV. PHYSICAL INTELLIGENCE EVALUATION BASED ON
IMPROVED BP NEURAL NETWORK
According to the information obtained by the physical fitness
intelligent monitoring system, the intelligent algorithm is
used to carry out high-efficiency and high-precision evalu-
ation and prediction. The final analysis result is sent to the
terminal equipment. At the same time, the corresponding
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FIGURE 4. The flow chart of the intelligent physical fitness monitoring
system.

training scheme is available for the user to select or modify
on this basis. In the process of selecting the algorithm, this
paper takes into account that coaches distinguish the physical
fitness status of athletes and the physical fitness trend of
later training according to monitoring data. The relationship
between monitoring data and state evaluation results is diffi-
cult to describe directly, BP neural network can be used for
nonlinear approximation.

A. LEARNING MECHANISM OF BP NEURAL NETWORK
The origin of BP neural network is to simulate the reaction
process of human brain neurons to external stimulation sig-
nals. Based on multilayer perceptron, combined with signal
forward propagation and error reverse adjustment. An intel-
ligent network prediction model for processing nonlinear
information can be effectively established on the basis of
repeated learning [31]–[33].

The structure of BP neural network consists of input layer,
hidden layer and output layer. The weight coefficient of hid-
den layer directly affects the overall performance of neural
network. A complete learning mechanism includes forward
propagation of signals, backward propagation of errors, mem-
ory training and learning convergence. In a learning process,
input samples are processed layer by layer from the input
layer through hidden units, and then passed through all hidden
layers before being transferred to the output layer. In the
process of layer-by-layer processing, the state of each layer
of neurons only affects the state of the next layer of neurons.
The output layer compares the actual output with the expected
output, and if the output layer does not get the expected output
value, it enters the reverse propagation process. In reverse
propagation, the error signal is returned in reverse according
to the original forward propagation path, the error between

the actual output and the expected output is calculated recur-
sively layer by layer. The weight coefficient of each neuron
in each hidden layer is continuously adjusted to minimize the
error signal [34], [35].

The structure of BP neural network consists of input layer,
hidden layer and output layer. The weight coefficient of hid-
den layer directly affects the overall performance of neural
network. A complete learning mechanism includes forward
propagation of signals, backward propagation of errors, mem-
ory training and learning convergence. In a learning process,
input samples are processed layer by layer from the input
layer through hidden units, and then passed through all hidden
layers before being transferred to the output layer. In the
process of layer-by-layer processing, the state of each layer
of neurons only affects the state of the next layer of neurons.
The output layer compares the actual output with the expected
output, and if the output layer does not get the expected output
value, it enters the reverse propagation process. In reverse
propagation, the error signal is returned in reverse according
to the original forward propagation path, the error between
the actual output and the expected output is calculated recur-
sively layer by layer. The weight coefficient of each neuron
in each hidden layer is continuously adjusted to minimize the
error signal [34], [35].

1) FORWARD PROPAGATION OF SIGNALS
In the formula shown in Table 1, i = 1, · · · , n, j = 1, · · · , p,
t = 1, · · · , q, the activation function f (·) generally adopts
Sigmoid function, then the input and output formulas of the
hidden layer are respectively:

Skj =
n∑
i=1

wijxi − θj (1)

bkj = f (Skj ) =
1

1+ e−S
k
j

(2)

The input and output formulas of the output layer are:

Lkj =
p∑
j=1

vjtbj − γt (3)

Ck
t = f (Lkt ) =

1

1+ e−L
k
t

(4)

2) BACK PROPAGATION OF ERRORS
In the process of error back propagation, the weights and
thresholds of each layer are corrected according to the prin-
ciple of gradient descent. The mean square error between the
expected value and the actual value of the neural network is
as follows:

Ek =
1
2

q∑
t=1

(Y kt − C
k
t )

2 (5)

In the formula, ∂Ek
∂vjt
=

∂Ek
∂Ct

∂Ck
∂vjt
= −δkt Ct (1− Ct )bj, which

indicates the intensity of influence of the change of neural
network weight on mean square error. Based on the principle
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FIGURE 5. Structural sketch of the neuron mode.

TABLE 1. Input and output of each layer of BP neural network.

of gradient descent, the negative ratio of the corrections 1vjt
and ∂Ek

∂vjt
of network weights is the same. Then:

1vjt = −α(
∂Ek
∂vjt

) = −αδkt Ct (1− Ct )bj = αd
k
t bj (6)

In the formula, dkt = −δ
k
t Ct (1−Ct ) =

∂Ek
∂γt
=

∂Ek
∂Ct

∂Ck
∂Lt

∂Lt
∂γt

,
which represents the influence intensity of the neural net-
work error change output result, and the threshold correction
amount of each node in the output layer is:

1γt = −α(
∂Ek
∂γt

) = −αdkt (7)

Similarly, the change of connection weight from the hidden
layer to the input layer is as follows:

1wij=−β(
∂Ek
∂wij

)=−β(
q∑
t=1

∂Ek
∂Ct

∂Ck
∂Lt

∂Lt
∂bt

)
∂bj
∂Sj

∂Sj
∂wij
=βejαi

(8)

The threshold change amount of the hidden layer is:

1θj=−β(
∂Ek
∂θj

)=−β(
q∑
t=1

∂Ek
∂Ct

∂Ck
∂Lt

∂Lt
∂bt

)
∂bj
∂Sj

∂Sj
∂wij
=−βej

(9)

3) LEARNING CONVERGENCE OF MEMORY TRAINING
When the error between the expected value and the output
value satisfies the accuracy, the memory training is stopped.
Inputting the original data to be tested into the neural network,
which can be used for identification and prediction, and could
generate output results by using the above learning rules.

BP neural network has strong fault tolerance, self-learning
and self-adaptation capabilities. However, it also has obvious
defects. When the training samples are noisy, the prediction
accuracy will decrease. The convergence speed of network
training is slow and it is easy to fall into local minima.
Improper selection of network structure leads to reduction
of generalization ability [36]. These are all problems that are
easy to occur in the training and learning process of BP neural
network, so this paper improves the above three defects.

B. IMPROVED BP NEURAL NETWORK
Aiming at the improvement of BP neural network, different
denoising and intelligent optimization algorithms are intro-
duced to make up for the defects. Firstly, the denoising algo-
rithm is used to preprocess the original sample data, then
the intelligent optimization algorithm is used to optimize the
weights and thresholds in the neural network model. Finally,
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the sample data after denoising is input into the optimized
neural network prediction model.

In this paper, wavelet analysis is used to denoise,
the essence of which is to retain the wavelet coefficients
of effective signals to the maximum extent and remove
the wavelet coefficients of noise [37]. At the same time,
the smoothness and similarity of the original signal should
be preserved as much as possible in the denoising process,
indicating that the variance estimation of the signal before
and after denoising is the minimum value in the worst case.
Wavelet analysis has a strong denoising ability. By select-
ing appropriate wavelet basis functions, low-frequency and
high-frequency components are denoised respectively, and
the denoised data are reconstructed. When combined with
other predictionmodels, wavelet analysis can greatly improve
prediction accuracy and obtain better combined prediction
performance.

The steps of the wavelet analysis method are to select the
appropriate wavelet basis function, carry out wavelet decom-
position on the original sample to obtain wavelet coefficients
of each layer, and adopt soft threshold method to process the
wavelet coefficients to minimize the maximum mean square
error of the estimated signal. Finally, the denoised wavelet
coefficients are subjected to wavelet reconstruction to obtain
denoised sample data.

When selecting intelligent optimization algorithm, particle
swarm optimization (PSO) is used to optimize the threshold
and weight in the BP neural network. PSO is the most clas-
sical method in neural network optimization [38], [39]. The
neural network optimized by particle swarm algorithm has
faster convergence speed, which makes the trained network
more in line with the actual requirements. In the optimization
process, the dimension of each particle in the particle swarm
is the system parameter of the neural network, and the optimal
parameter is found through global search and optimization to
complete the training. The basic steps are:

a. Initializing parameters such as velocity and position of
particles in the particle swarm;

Assuming that the initial population consists of particles,
representing candidate solutions, defines the search space as
a -dimensional variable, then the position and velocity of the
particle are:

{
Xi = [Xi1,Xi2, · · · ,Xid ]T

Vi = [Vi1,Vi2, · · · ,Vid ]
(10)

b. The objective function value and the fitness of each par-
ticle are calculated. The threshold and weight of the neural
network are taken as the objective function, and the absolute
error between the expected and predicted output is taken as
the individual fitness;
c. The velocity and position of each particle are updated,
and the adaptive inertia is introduced into the particle swarm
optimization to adjust the inertia weight nonlinearly. The
updating formulas for the velocity and position of the next

generation of particles are as follows:
Vid (t + 1) = wVid (t + 1)+ c1N1(Pid (t + 1)
−Xid (t + 1)+ c2N2(Pgd (t + 1)− Xid (t + 1))
Xid (t + 1) = Xid (t)+ Vid (t + 1)

(11)

In the formula, is the number of iterations, and are the accel-
eration coefficients, is the inertia weight coefficient, and are
random numbers between 0 and 1, and represent the velocity
and position of the, and represent the optimal position of the
current particle search and the optimal position of the whole
particle swarm search, respectively.

d. The fitness of each particle after velocity and position
updating is calculated to obtain the local and global optimal
values after updating. Then the optimal threshold and weight
of the neural network are obtained.

C. APPLICATION OF BP NEURAL NETWORK IN PHYSICAL
INTELLIGENCE ANALYSIS
Firstly, the athletes’ physical fitness monitoring data are
denoised by wavelet transform. The denoised data are used
as the input of BP neural network. The number of nodes in
the input layer depends on the dimension of the data source,
such as the athletes’ physical fitness index plus gender, age,
height and weight. The number of nodes in the output layer is
3, which are respectively poor, average and good. The number
of nodes in the hidden layer affects the learning time and
training effect. Generally, the formula is used to determine the
number of nodes. Finally, the number of nodes is determined
to be 6. The network performance is relatively stable. At the
same time, the threshold and weight values in the network
structure are taken as the objective functions in the particle
swarm, and the error values of expected output and predicted
output are taken as fitness functions. The optimal solution is
obtained through continuous optimization calculation.

V. EXAMPLE VERIFICATION
For competitive sports, the ultimate goal of sports training is
to create excellent sports results, and the physical fitness of
athletes is the most basic and controllable factor to improve
competitive ability. This paper establishes the index system
of vertical jump, fast leg raising, sitting forward, height,
chest circumference, constitution percentage, YOYO interval
endurance running and other factors. By using the data of
a certain country’s football long-distance mobilization, BP
network is trained, and then using the data in the literature
[40], as shown in Table 2, BP network and PSO-BP network
are tested respectively.

It can be seen from Fig.6 and Fig.7 that the training speed
of optimized BP network is much higher than that before
optimization. Moreover, when the training reaches about
38 steps, the mean square error of the optimized neural net-
work reaches 8.3164×10−6, while that of the pre-optimized
neural network reaches 9.9408× 10− 6 at 389 steps, which
reflects the circumference, constitution percentage, YOYO
interval endurance running and other factors. By using the
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TABLE 2. Test data.

FIGURE 6. Training process of BP network before optimization.

FIGURE 7. Training process of optimized BP network.

data of a certain country’s football long-distance mobiliza-
tion, BP network is trained, and then using the data in the
literature [40], as shown in Table 2, BP network and PSO-BP
network are tested respectively.

It can be seen from Fig.6 and Fig.7 that the training speed
of optimized BP network is much higher than that before
optimization. Moreover, when the training reaches about
38 steps, the mean square error of the optimized neural net-
work reaches 8.3164×10−6, while that of the pre-optimized
neural network reaches 9.9408× 10− 6 at 389 steps, which

FIGURE 8. Regression diagram of BP network between output and target.

FIGURE 9. Regression diagram of PSO-BP network between output and
target.

reflects the high efficiency and accuracy of the BP neural
network after particle swarm optimization.

Fig.8 and Fig.9 respectively show the relationship between
BP network output and target before and after optimization.
R value indicates the strength of linear correlation between
output and target. The closer R value is to 1, the stronger the
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FIGURE 10. Weights optimized by PSO.

FIGURE 11. Comparison of BP and PSO-BP predictions.

linear correlation between network output value and target
value is. The closer the R value is to 0, the weaker the linear
correlation between the network output value and the target
value. In Fig. 7, the R value of BP network is 0.89856, and
in Fig.8, the R value of optimized BP network is 0.99999,
indicating that the optimized BP network is more accurate
in expressing the regression relationship between output and
target.

Fig. 10 shows the weight value of BP network obtained by
PSO optimization, and Fig.11 shows the comparison between
predicted value and actual value of BP and PSO-BP network.
It can be seen from Fig.11 that the prediction accuracy of
optimized BP network is significantly better than that of opti-
mized BP network. Through calculation, the average relative
error of BP network prediction is 19%, and the average rela-
tive error of BP network prediction after PSO optimization is
6.3%, indicating that the BP network after PSO optimization
greatly improves the accuracy of prediction.

VI. CONCLUSION
Aiming at the current demand of smartphone popularization
and athlete training monitoring, this paper designs an intel-
ligent monitoring system of physical fitness based on The
Internet of Things technology. By selecting such factors as

Vertical jump, Fast high leg lifts, Sit and Reach, Height, Bust,
Percentage of body fat, YOYO interval endurance run et al,
uses RFID technology to mark different athletes, and uses
BP optimized by particle swarm optimization. The network
method establishes the evaluation model of athlete’s physical
condition. We draw a conclusion by simulation:

a. From three aspects of athlete’s physical fitness, shape
and function, the index system of athlete’s physical fitness
evaluation is constructed by choosing such factors as Ver-
tical jump, Fast high leg lifts, Sit and Reach, Height, Bust,
Percentage of body fat, YOYO interval endurance run et al,
which comprehensively reflects the athlete’s physical fitness
condition.

b. This paper systematically introduces the relationship
between the Internet of Things technology and athlete phys-
ical fitness detection, and designs an intelligent physical
fitness monitoring system based on the Internet of Things
technology.

c. According to the information obtained by the intelligent
physical fitness monitoring system, Using BP network to
carry out high-efficiency and high-precision evaluation and
prediction, and the final analysis results are put into the
terminal equipment to realize the detection and evaluation of
athletes’ physical fitness.

d. Exploring the performance of BP network and particle
swarm optimization BP network by simulation experiments.
The results show that the optimized BP network has higher
efficiency and accuracy, and is obviously superior to the
traditional BP network in the evaluation and prediction of
athletes ‘physical fitness.
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