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ABSTRACT Health big data classification can effectively improve the level of medical and health services
and management, help medical staff to carry out auxiliary diagnosis, improve the efficiency of doctors and
the accuracy of diagnosis. To solve the problem of health big data classification, this paper proposes a
Radial Basis Function (RBF) neural network classification algorithm based on manifold analysis and nearest
neighbor propagation (AP) algorithm. First, the data set is processed by manifold analysis algorithm. Then,
the similarity matrix is adjusted by exponential function, and AP clustering is carried out again. On this basis,
RBF neural network classifier is constructed. In order to improve the classification accuracy and shorten the
convergence time, an algorithm for constructing the variable basis width neural network model is proposed.
This method is based on the subtraction clustering algorithm and K-means algorithm to determine the cluster
center. The maximum distance between the sample and the cluster center is selected as the base width. The
base width is updated adaptively with the optimization of the cluster center. Finally, three data sets of patients
with coronary heart disease, diabetes mellitus and bronchial tuberculosis were collected as test data, and the
accuracy of classification and convergence time were compared. Experimental results show that this method
can improve the classification accuracy and convergence speed of large data sample set.

INDEX TERMS Health big data classification, radial basis function neural network, neighbor propagation
algorithm, manifold analysis, convergence time, similarity matrix.

I. INTRODUCTION
With the rapid development and application of mobile Inter-
net, computer storage technology and cloud computing tech-
nology, human society is entering an era of information
explosion.With the development and implementation ofmed-
ical and health information construction, the type and scale
of health data are growing rapidly at an unprecedented speed,
resulting in massive medical and health data [1]–[4]. Accord-
ing to IDC International Data Corporation, by 2020, the total
amount of global medical data will reach 40 trillion GB. The
main characteristics of medical record data are relatively high
dimension and complex type. The main contents include: The
basic personal information of the patient, the examination
information of the patient in the process of medical treat-
ment, the inpatient information of the patient and the related
expense information etc. The medical record information is
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rich in doctors’ diagnosis information, and it can help doctors
to treat diseases better with the help of disease history data.

With the rapid development of medical information and the
rapid accumulation of medical records, rich medical records
information can provide better medical support for auxiliary
diagnosis. Health big data has a variety of complex forms of
existence, contains rich medical value, and health big data
can make the whole medical resources more efficient. For
example, through the method of artificial intelligence, the
high-quality doctor resources can be infinitely copied, so that
the limited medical resources can be allocated in a more
reasonable way, and the hierarchical diagnosis and treatment
can be more reasonable and perfect [5], [6]. At the same
time, through the analysis of health big data, government
agencies can achieve reasonable pricing of drugs, timely
detection of epidemic diseases and take relevant preventive
measures, health public opinion monitoring, etc., to improve
the government’s decision-making and early warning control
ability. Therefore, in the era of big data, how to effectively

176782 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ VOLUME 7, 2019

https://orcid.org/0000-0003-4202-4118
https://orcid.org/0000-0001-9002-795X


C. Jiang, Y. Li: Health Big Data Classification Using Improved RBFNN and Nearest Neighbor Propagation Algorithm

FIGURE 1. Development process of health care informatization.

analyze and deal with healthy big data has gradually attracted
great attention of the people and the government. The essence
of health big data classification is to merge the health big
data with some common attributes or features, and distin-
guish them through the attributes or features of the cate-
gories [7], [8]. Health big data classification can effectively
improve the level of medical and health services and man-
agement, help medical staff to carry out auxiliary diagnosis,
improve the efficiency of doctors and the accuracy of diag-
nosis, so as to make precision medicine truly possible. Based
on this, this paper proposes a new method of health big data
classification using radial basis function neural network, and
proposes an algorithm of constructing variable basis width
neural network model. On the basis of subtracting cluster-
ing algorithm and K - means algorithm to determine clus-
tering center, the maximum distance between sample and
clustering center is selected as the base width, and the value
of base width is adaptive with the optimization of clustering
center the new algorithm improves the classification accuracy
and shortens the convergence time.

II. RELATED RESEARCH
In the middle of the 20th century, medical informatiza-
tion began. After that, with the increasing popularity of
Internet mobile devices and the demand of social devel-
opment, machine learning technology has gradually pen-
etrated into the medical industry, and has made some
achievements in auxiliary diagnosis, drug development and
health management.

With the rapid development of information technology
and social changes, traditional medical and health records
are gradually transformed from paper documents to digital
storage, and gradually enter the era of big data in the medical
industry. The development process of health and medical
information is shown in Figure 1. Health big data has the
characteristics of redundancy, polymorphism, privacy, time-
liness and incompleteness, so the analysis and processing of
health big data is a new challenge. Common methods of data
analysis for health big data include feature analysis, classi-
fication, regression analysis, clustering and visualization [9].
Combining machine learning technology to infer and judge
different types of test data, medical record data and medical
image data is a new way to strengthen medical services,
predict disease conditions and reduce medical costs.

With the development of information technology, many
platforms about health big data have been opened for

researchers to use, so more and more researchers focus on
the classification application of health big data, and have
made some achievements. For example, reference [10] devel-
oped an Intelligent Heart Disease Prediction System (IHDPS)
using traditional machine learning technology. Based on
decision tree, naive Bayes, neural network and other algo-
rithms, the system selects 15 vital signs such as age, gender,
serum, blood pressure and so on to predict the probability of
heart disease, and proves the accuracy of machine learning
algorithm in heart disease prediction through experiments.
In reference [11], Bayesian network, k-nearest neighbor algo-
rithm, support vector machine and other algorithms are inte-
grated, and the method of random subspace division is used
for automatic diagnosis of breast cancer. Experiments show
that the classifier can effectively distinguish breast cancer
patients. In reference [12], naive Bayesian classifier was used
to diagnose diabetic retinopathy. Through the combination
of morphological coarse segmentation and naive Bayesian
fine segmentation to process the diabetic retinopathy image,
18 kinds of micro aneurysm feature attributes are extracted
as the input of naive Bayesian classifier, and then the micro
aneurysm classifier is established to complete the detection of
diabetic retinopathy. The sensitivity, specificity and accuracy
of naive Bayesian classifier are 85.68%, 99.99% and 83.34%
respectively.

In reference [13], the improved random forest algorithm
is used to assist diagnosis of breast cancer. The results of
5-fold cross validation show that the average accuracy rate
of detecting breast cancer in 683 patients is 96.93%. Ref-
erence [14] used support vector machine, decision tree and
naive Bayes to establish classifiers for sarcoidosis and tuber-
culosis data respectively. Through experiments on 106 cases
of sarcoidosis and tuberculosis data collected, it was found
that SVM has the highest classification ability and accuracy,
and can effectively carry out clinical differential diagnosis
for sarcoidosis and tuberculosis. Reference [15] Based on the
patient’s magnetic resonance image (MRI), artificial neural
network (ANN) was used to assist the diagnosis of DMD,
which alleviated the pain brought by the traditional diagnosis
and detection scheme. The experimental results show that the
sensitivity, specificity and accuracy of ANN algorithm are
98.5%, 97.3% and 97.9% respectively.

In a word, through the research of health big data classifi-
cation technology, it can not only detect potential diseases,
assist doctors in diagnosis, but also serve people, govern-
ment, medical institutions and scientific research institutions.
Therefore, the classification technology in the field of health
is an area that needs to be further studied.

III. DATA SET PREPROCESSING BASED ON MANIFOLD
NANLYSIS AND AP ALGORITHM
A. MANIFOLD NANLYSIS ALGORITHM
Classification is to use the known attribute data of data
set to speculate some unknown discrete attribute data. The
key to accurate speculation is to build an effective model
between the known attribute information and the unknown
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discrete attribute, that is, the classification model. Therefore,
classification problem includes two processes: learning and
classification. The health big data has the characteristics of
redundancy, polymorphism and incompleteness, so the tradi-
tional supervised learning algorithm must carry on the pre-
processing and feature selection before training the classifier.
Manifold analysis is to analyze the data from the perspective
of observation space. In fact, it is to cluster the data set based
on the idea of neighborhood and the threshold of gap between
classes, and then delete the clusters with less samples in the
class, which will eliminate the influence of some isolated
points on AP algorithm to a certain extent. The main steps
are as follows:

a. For datasets

D1 = {xi|i = 1, 2, . . . , n} (1)

The threshold χ of inter class gap and the threshold δ
of isolated cluster decision are initialized, and the similarity
matrix S is calculated.
b. Any sample xi from dataset D1 is added to class C1, and

all samples whose distance from sample xi is less than χ are
added to class C1, and then all samples whose distance from
sample xi is less than xi are added to class C1 in all non class
C1 samples, and so on. Finally, all samples in class C1 are
related to the reachable neighbor sample set, and class C1
samples are counted The total number of books is recorded
as C1_num.
c. For all samples in dataset D1 except for class C1, obtain

Class C2 according to the method in the previous step, record
the total number of Class C2 samples as C2_num, and so on,
until all samples in dataset D1 are processed, a total of K
classifications {C1,C2, . . . ,CK } are obtained.
d. Each class is judged as an isolated cluster, if the number

of samples is

Ci−num ≤ δ (i = 1, 2, · · · ,K ) (2)

all the samples in the class will be deleted from the dataset,
and a new dataset will be formed. A cluster is called a data
manifold.

B. ADJUSTMENT OF SIMILARITY MATRIX
The AP algorithm is based on the similarity matrix of the
data set, but the calculation of the similarity matrix does
not consider the spatial characteristics of the data set. If the
distance between two data points on different data manifolds
is relatively close, then the distance between these two data
points will be smaller than the distance between most data
points in the same first-class shape. From the perspective of
data space, the data points near the cluster center and their
neighbors should be in the same manifold, which is likely to
become the same cluster in the later clustering results; There-
fore, if we can increase the similarity between data points on
the same datamanifold (actually shorten the distance between
them), and reduce the similarity between data points on dif-
ferent data manifolds, then we can effectively improve the
clustering accuracy of AP algorithm. Therefore, considering

the concave curve characteristics of the exponential function
(when the independent variable is small, the small change
will lead to the sharp change of the value), the following
formula can be used to adjust the distance between samples.
Therefore, considering the concave curve characteristics of
index function y = ax (a > 1) (when the independent vari-
able x > 1, a small change of x will cause a sharp change
of y), the distance between samples can be adjusted by the
following formula.

D′
(
xi, xj

)
=


θD(xi,xj)/τij−1(
xi and xj are not reachable with respect toχ

)
;

θχ/[τijmax(d(xi,xj))]−1(
xi and xj about χ reachable

) (3)

where: θ > 1; D
(
xi, xj

)
is the distance between sam-

ples before adjustment, τij is the amplitude limit parameter,
max

(
d
(
xi, xj

))
is the maximum distance between samples in

the same manifold. In this way, the data points in the same
data manifold are transformed to an approximate hypersphere
centered on xi. The improved AP algorithm is as follows:
according to the similarity matrix S ofN data points, the man-
ifold analysis is carried out. After removing the isolated
clusters, the new data set D2 containing m data manifolds is
obtained. Then, the similarity matrix is adjusted according
to formula (1), which is recorded as S2, and then the AP
clustering is carried out again with S2 as the object.

IV. THE CONSTRUCTION OF VARIABLE BASE WIDTH
RADIAL BASIS NEURAL NETWORK CLASSIFIER
A. RADIAL BASIS FUNCTION NEURAL NETWORK
Radial Basis Function Neural Network (RBFNN) is a special
three-layer feedforward network with a single hidden layer,
which not only has global approximation performance, but
also has the best local approximation performance [16]–[18].
Its application has penetrated into various fields. RBFNN
is used in sample classification, how to improve the accu-
racy and convergence speed of RBF neural network model
has been a problem that many scholars are committed to.
When building the neural network model, many scholars
combine the fuzzy clustering algorithm with the artificial
neural network, but this method needs a large number of
training samples in the training process, and the application of
this method to the classification of large data sample set may
lead to the instability of classification accuracy. There are
also many scholars applying genetic algorithm and particle
swarm optimization algorithm to the construction of radial
basis function neural network structure, but the convergence
time of classification may be longer.

So far, there is still no very reliable algorithm to solve
this problem, and in the existing RBF neural network model
construction, the basis width of Gaussian function is fixed,
this method of determining the basis widthmakes the network
in the training process, with the shortcomings of slow con-
vergence speed. In this paper, a radial basis function neural
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FIGURE 2. RBF neural network structure of Gaussian function.

network method with variable basis width factor is proposed,
which can greatly reduce the requirements of sample param-
eters and improve the accuracy of neural network model in
classification.

B. RADIAL BASIS FUNCTION NEURAL
NETWORK MODEL STRUCTTURE
The radial basis function neural network model consists of
three layers: (1) the input layer is composed of input vector
x = (x1, x2, · · ·, xn); (2) there are m neurons in the hidden
layer, and the transfer function of each neuron is hi; (3)
the output layer is composed of the output information of
the hidden layer of RBF neural network. The relationship
between input and output of RBF neural network is a kind
of mapping relationship f (x) : Rn → R. The connection
weight between the base function of the i-th neuron in the
hidden layer and the j-th output unit in the output layer is wji,
and the center of the base function of the i-th neuron in the
hidden layer is ti, and the width of the base function of the i-th
neuron is σi. The structure of RBF neural network is shown
in Figure 1.

Taking the structure of multi input and single output as
an example, X = [x1, x2, x3, x4, · · · · · · , xm]T represents the
input vector in the structure of RBF neural network. The
corresponding RBF neural network approximation principle
is shown in Figure 3.

FIGURE 3. Approximation principle of RBF neural network.

Let the radial basis vector H = [h1, h2, h3, h4, · · · · · · ,
hm]T and theGaussian function hi=exp

(
−
∥∥X−Cj∥∥2 /2b2j ),

j = 1, 2, · · · , n of RBF network. Where: C =[
cj,1, cj,2, cj,3, cj,4, · · · · · · , cj,m

]T
, j = 1, 2, · · · , n, the

center vector of the j-th node in the network, has

C =


c1,1 c2,1 · · · cj,1 · · · cn,1
c1,2 c2,2 · · · cj,2 · · · cn,2
...

...
...

...

c1,m c2,m · · · cj,m · · · cn,m

 (4)

Let the basewidth vector beB = [b1, b2, b3, b4, · · · · · · , bn]T ,
where bj > 0 is the base width parameter value of node j.
IfW = [ω1, ω2, ω3, ω4, · · · · · · , ωn]T is the network weight
vector, the corresponding network output is

ym (k) = WTH = ω1h1 + ω2h2 + · · · + ωnhn (5)

The process of determining the structure of RBF neural net-
work is the process of determining the parameters of the three
networks: the connection weight ω, the radial basis center t
and the base width σ . A large number of experiments show
that the size of the base width σ determines the complexity
of the network.

C. DETERMINATION OF ADAPTIVE BASE WIDTH BASED
ON SUBTRACTIVE CLUSTERING ALGORITHM AND
K-MEANS ALGORITHM
Base width σ is the norm of vector x − t i, which usually
represents the distance between x and ti, and determines the
radius of the center of the ith base function, so the value
of σ should be adjusted adaptively according to the range
of network clustering. When the input distribution of the
network is sparse, in order to generate the appropriate number
of clusters, the value of σ should be larger, while when the
distribution of the network is dense, the value of σ should be
smaller. The density of the network is D. After calculating
the density of K initial clustering centers by formula (6) and
formula (7), K - means algorithm is used to classify all input
vectors, so that the value of clustering center can be finally
determined, and the base width σ should take the maximum
value from clustering samples to clustering center.

Di =
n∑
j=1

exp

(
−
‖xi − ti‖2

(ra/2)2

)
(6)

where, ra represents a neighborhood radius of xi, xi and xj are
two n dimensional input samples

Di = Di − Dts exp

(
−
‖xi − xts‖2

(rb/2)2

)
(7)

where, rb is represented as a neighborhood with significantly
reduced density index function. In order to avoid clustering
centers with similar distance, rb = 1.5ra is generally selected.

D. THE STEPS OF VARIABLE BASIS WIDTH
RBF NEURAL NETWORK CLASSIFIER
In fact, the process of building RBF neural network model
is to determine the three core parameters of the network,
that is, to determine the output weight ω, cluster center t
and base width σ of the network [19]–[22]. The core idea
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of the algorithm is to constantly adjust the value of σ in
the process of determining parameters ω and t .In the whole
learning process of the algorithm, the input samples of the
input layer are represented by x1, x2, · · ·, xN , in which xi is a n
dimensional vector, that is xi = (xi1, xi2, · · ·, xin), the output
of the corresponding hidden layer is y1, y2, · · ·, yN , and the
transfer function of the jth node in the hidden layer is hj.The
specific steps of the algorithm are as follows.,

Step 1 First, the cluster center should be determined.
According to the idea of subtractive clustering algorithm,
k clustering centers are determined according to formula (6)
and formula (7). At this time, the determined cluster centers
are t1, t2, · · ·, tk , and the corresponding cluster domain of
these cluster centers is c1, c2, · · ·, ck .

Step 2 Since there is only one sample in each cluster
domain, the base width of cluster center is initialized to
σi = 0

Step 3 For all the input sample data, calculate the distance
lji =

∥∥xj − ti∥∥ between all the sample inputs and the cluster
center according to the distance formula (8) between the two
points, where i = 1, 2, · · ·, k; j = 1, 2, · · ·,N

lji =
√(

xj1 − xi1
)2
+
(
xj2 − xi2

)2
+ · · · +

(
xjn − xin

)2 (8)

Step 4 According to the principle of minimum distance, xj is
classified into the nearest class. K-means then, according to
the algorithm idea, the cluster center t ′i of class i is updated by
calculating the mean value of all samples contained in class i.

t ′i =
1
mi

∑
x∈ci

x (1 ≤ j ≤ k) (9)

where mi is the number of samples contained in the i-th
cluster domain ci.
Step 5 After calculating the ith cluster center ti, the base

width σi also changes. Then, according to the distance for-
mula (8) between the two points, calculate the distance from
all samples of the cluster domain to the cluster center.

Step 6 Select the maximum distance calculated in step 5 as
the base width of the cluster center. That is, update the base
width σi according to formula (10), that is: σi = σ ′i

σi = σ
′
i = max ‖x − ti‖ , x ∈ ci (10)

Step 7Whether the conditions t ′i/ti < γ and σ ′i < σi are true
or not, γ is a pre-set minimum constant, σ ′i < σi means that
the clustering change is very small. If the condition is correct,
the clustering will be ended and turn to step 8. Otherwise, turn
to step 1.

Step 8 The gradient descent method is used to determine
the network weight of the output unit. Firstly, the small
random number is used to initialize wi, the network training
error is e, and the weighted error objective function E (k) at
k time is defined

E (k) =
1
2

k∑
i=1

λk−1
m∑
i=1

(zi (t)− yi (t))2 (11)

In the formula, λ is the weighted forgetting factor, usually
the value range of λ is 0 < λ < 1, zi (t) is the expected
output corresponding to the input of the ith hidden layer node
network in the output layer, and yi (t) is the actual output of
the corresponding network.

Step 9 If E (k) < e, the algorithm stops running, oth-
erwise, modify the weight according to formula (12) and
formula (13), and return to step 8 to continue.

w′i = wi − η
∂E (k)
∂wi

(12)

∂E (k)
∂wi

=
1
2

k∑
i=1

(zi (t)− yi (t))2 · yi (t) (13)

In equation (13), η is the learning step, which is usually a very
small constant value.

E. CLASSIFICATION EFFECTIVENESS EVALUATION
In the process of classification algorithm research, the com-
monly used evaluation criteria is based on external criteria,
that is, using the data with clear classification structure as the
input sample of the algorithm, comparing the classification
results of the algorithm with the classification results of the
original data to evaluate the classifier [23]–[25]. In this study,
the FMI index is used to evaluate the classification accuracy
of RBF neural network [26]–[28]. Suppose the raw data
classification is

U = {U1,U2, · · · ,Uk} (14)

The result of classification algorithm is

U ′ =
{
U ′1,U

′

2, · · · ,U
′
k
}

(15)

a is the number of data pairs that belong to the same category
in U and also belong to the same category in U ′, b is the
number of data pairs that belong to the same category in U
but do not belong to the same category in U ′, c is the number
of data pairs that do not belong to the same category in U
but belong to the same category in U ′, then the calculation
method of FMI indicator f is

F = a
√
[1/(a+ b)] [1/(a+ c)] (16)

Its value is between 0 and 1. The larger the value is, the higher
the classification accuracy is.

V. EXPERIMENT
A. DATA SET AND PARAMETER SETTING
In order to verify the classification effect of themodel, we col-
lected 3231 cases of coronary heart disease, 9628 cases of
diabetes, 5628 cases of bronchial tuberculosis data set pro-
vided by a city health and Family Planning Bureau and some
municipal hospitals as test data. The experiment is carried out
in MATLAB 7.13. 600 samples were randomly selected from
three data sets to ensure that the number of samples in each
data set is equal when classifying different data sets in the
experiment. 300 samples were selected as training samples
and 200 samples as test samples. Based on a large number
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FIGURE 4. Comparison of classification of data sets of patients with
coronary heart disease using different algorithms.

FIGURE 5. Comparison of different algorithms used in data sets of
diabetic patients.

of previous experimental experience, during the experiment,
the relevant parameters are set as follows: ra = 0.5, ε = 0.7,
η = 0.002, λ = 0.9, e = 0.1, γ = 0.8.
For the model proposed for each data set, the algorithm of

Imbalanced data ensemble classification based on the cluster-
based under-sampling algorithm (IDEC-CBUSA) in [29] and
the Deep-RBF model clustering algorithm which automati-
cally adds hidden layer nodes in the training process in [30].

B. EXPERIMENTAL RESULTS AND ANALYSIS
Compare the classification accuracy and convergence time of
training samples and test samples respectively. The experi-
mental results are shown in Figure 4-6.

From the comparison data shown in Figure 4-6, it can be
seen that for the same data set, the proposed model is used for
classification, not only the classification accuracy is higher
than that of IDEC-CBUSA classification method and Deep-
RBF classification method, the average classification accu-
racy is higher than that of other methods by more than 5%,
but also the classification accuracy of the three data sets is
more than 85%.

From the comparison of the convergence time in the table,
it can be seen that the convergence speed of the proposed

FIGURE 6. Comparison of different algorithms used in data sets of
patients with bronchial tuberculosis.

FIGURE 7. Comparison of classification accuracy of three methods for
data sets of patients with coronary heart disease.

model is about 40% higher than that of the other twomethods.
This is because the adaptive variable base width neural net-
work model can adjust the value of the base width adaptively
according to the changes of the input samples of the data set
at any time, and can flexibly adjust the structural parameters
of the neural network model, so that the method can obtain
higher classification accuracy and faster classification speed
for this kind of large data samples.

Figure 7 shows the comparison between the number of
training samples and the accuracy of data classification
in the data set of coronary heart disease patients using
the proposed model, IDEC-CBUSA method and Deep-RBF
method. From this figure, it can be seen that IDEC-CBUSA
has higher classification accuracy than Deep-RBF method,
because IDEC-CBUSA algorithm uses the idea of combining
twomethods to classify unbalanced data based on the original
under samplingmethod and integrated learningmethod based
on clustering. In the data processing stage, the cluster based
under sampling method is used to form the balanced data
set, and then the AdaBoost integration algorithm is used to
train the new data set. In the algorithm integration process,
the weight weight is used to distinguish the contribution of
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the minority data and the majority data to the calculation of
the learning error rate of the integration, so that the algorithm
pays more attention to the minority data classes. However,
Deep-RBF only has enough data, the region with enough
feature points is endowedwith high confidence, and the struc-
tural parameters of neural network model cannot be adjusted
flexibly. In this paper, the classification accuracy of the pro-
posed method, which can greatly reduce the requirements
of sample parameters and improve the accuracy of neural
network model in classification, for data sets of patients with
coronary heart disease is generally higher than that of the
other two methods.

VI. CONCLUSION
Health big data refers to all data closely related to human
health and public health, including data generated from birth,
infant health care, vaccine injection, school physical exami-
nation, work physical examination, medical treatment, hospi-
talization, exercise, sleep, death and other life cycles. Health
big data refers to all data closely related to human health
and public health, including data generated from birth, infant
health care, vaccine injection, school physical examination,
work physical examination, medical treatment, hospitaliza-
tion, exercise, sleep, death and other life cycles. The test
data mainly refers to the data generated by routine blood
examination, cell examination and pathological examination
of various organs. Medical record data refers to the data
related to personal medical diagnosis information records
and health status, which are usually managed in electronic
form. Medical image data refers to the internal organization
structure and other images obtained from the human body,
through which the health status of human body can be more
detailed understood.

In this study, themanifold analysis algorithm is used to pro-
cess the data set, and then the similarity matrix is adjusted by
exponential function to conduct AP clustering again. On this
basis, the RBF neural network classifier is constructed, and
an algorithm for constructing the variable basis width neu-
ral network model is proposed. The adaptive variable basis
width neural network model can adjust the basis width adap-
tively at any time according to the changes of the input
samples of the data set It can adjust the structural param-
eters of the neural network model flexibly, thus improving
the classification accuracy and shortening the convergence
time.

Although this paper has made some achievements in the
research of health big data classification model, but due to
the limitation of time and the limited level of the author, there
are still many shortcomings in this paper. The technology and
algorithm of health big data classification model in this paper
have great optimization and improvement space. In this paper,
the number of different categories of health data samples is
basically the same, but in real life, most of the health big data
are non-equilibrium data, so follow-up research can be con-
ducted on the non-equilibrium health big data classification
model.
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