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ABSTRACT Random numbers are widely used in the fields of computer, digital signature, secure com-
munication and information security. Especially in recent years, with the large-scale application of smart
card and the demand of information security, the demand for high-quality random number generator is
increasingly urgent. With the development of the theory of non-linear systems, the design of pseudorandom
number generator (PRNG) for chaotic behavior of non-linear systems provides a new theoretical basis and
implementation method. This paper presents a PRNG based on a no-equilibrium four-wing memristive
hyperchaotic system (FWMHS) and its implementation on Field Programmable Gate Array (FPGA) board.
In order to increase the output throughput and the statistical quality of the generated bit sequences,
we propose the PRNG design which uses a dual entropy sources architecture with FWMHS and Bernoulli
map. Simulation and experimental results verifying the feasibility of the FWMHS are also given. Then,
the proposed PRNG system is modeled and simulated on the Vivado 2018.3 platform, and implemented on
the Xilinx ZYNQ-XC7Z020 FPGA evaluation board. The maximum operating frequency has been achieved
as 135.04 MHz with a speed of 62.5 Mbit/s. Finally, we have experimentally verified that the binary data
obtained by this dual entropy sources architecture pass the tests of NIST 800.22, ENT and AIS.31 statistical
test suites with XOR function post-processing for a high throughput speed. The security analysis is carried
out by means of dynamical degradation, key space, key sensitivity, correlation and information entropy.
Statistical tests and security analysis show that it has good pseudorandom characteristics and can be used in
chaos-based cryptographic applications at hardware or software implementation.

INDEX TERMS Pseudorandom number generator (PRNG), FPGA, four-wing memristive hyperchaotic
system (FWMHS), Bernoulli map, security analysis.

I. INTRODUCTION

With the popularity of personal computers and networks,
electronic commerce, digital signatures, multimedia com-
munications and other fields have developed rapidly. At the
same time, information security issues in these areas are
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also getting more and more attention [1]-[5]. Almost all
fields of cryptography require values that are unknown to an
attacker [6]-[10]. Obviously, the best choice is random num-
ber (RN). Random number generators (RNGs) are widely
used in many fields. For example, in asymmetric (public
key) algorithms such as RSA, DSA and Diffie-Hellman,
they are used to generate public or private keys and gener-
ate keys in symmetric and hybrid cryptosystems [11]-[14].
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RNG can be basically divided into two categories:
true random number generator (TRNG) by using physical
process (non-deterministic) and pseudorandom number
generator (PRNG) by using mathematical algorithms
(deterministic) [15]. TRNG uses processes of non-
deterministic physical properties, such as thermal noise,
photon noise, quantum random processes, frequency jitter
in oscillators and chaotic oscillator [16]-[19]. They can
be digitally sampled and post-processing techniques can
be implemented to improve randomness. TRNG should be
non-reproducible, unpredictable and statistically unbiased.
PRNG uses deterministic digital processes through digi-
tal algorithms, which are based on algorithms that gen-
erate pseudo-random decision sequences from an initial
value called seed in mathematical processes. PRNG should
have good statistical characteristics, fast execution time,
repeatability and reproducibility, and its security must be
based on the difficulty of solving related mathematical
problems [15], [20].

Because of the sensitivity of chaos to initial conditions
and the unpredictability of long-term behavior, it is proved
that chaos exists in almost all engineering fields [21]-[27].
With the further study of chaos theory, chaotic systems
have been widely used in many fields, such as synchroniza-
tion [28]-[32], secure communication [33]-[38], cryptog-
raphy [39]-[42], artificial neural network [43]-[47], image
processing [48]-[52] and RNGs [53]-[57]. Among them,
chaos generator is one of the most fundamental structures in
the application of chaos engineering. Recently, many litera-
tures have introduced the design method of PRNGs based on
chaos theory [56], [57]. In [56], a PRNG integrated circuit
is designed with an adoption of Logistic map and a feed-
back mechanism is introduced to increase the cycle length
of the digitized chaotic map. The simulation results show
that the nonlinear feedback Boolean function can be a suit-
able randomness source and can pass the standard statistical
tests. In [57], a chaos-based logistic map PRNG is designed
using a reseeding-mixing method which can extend the sys-
tem period length and enhance the statistical properties. The
reseeding-mixing PRNG is implemented in the TSMC
0.18-pum 1P6M CMOS process that attains the best through-
put rate of 6.4 Gb/s compared with other nonlinear
PRNGs. The generated random sequences pass the NIST
SP800.22 statistical tests including ratio test and U-value
test. Considering the technologies of [56] and [57], chaotic
PRNG based on IC can achieve the highest performance.
However, the implementation based on IC do not guarantee
a flexible use. In addition, the prototype design and test
cost of the system are also very high [58]-[63]. Only in
the case of mass production, the system cost can be greatly
reduced. The structures of the Field Programmable Gate
Array (FPGA) chip are relatively flexible because it can
run in parallel [64]. Moreover, the design and test cycle
cost of the FPGA chips are extremely low. In order to
increase and expand engineering applications based on chaos,
current chaotic systems should be diversified and supported
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by flexible architecture [54]. With the digitalization and
reconfiguration of the FPGA, the chaotic system and its
application can be more flexible.

In recent years, there exist several studies related
to FPGA-based PRNG designs of chaotic systems [20],
[64]-[66]. In [20], four chaotic maps: Bernoulli shift map,
tent, zigzag, and Borujeni maps are selected to implement a
PRNG. The binary sequences obtained from these maps are
analyzed with FPGA, and the randomness of the generated
binary sequences with the NIST test suite 800.22 both in
floating point and fixed point arithmetic is validated. In [65],
anovel FPGA-based PRNG is proposed by using Lorenz and
Lii chaotic systems. These two systems are used to gener-
ate four different three-dimensional chaotic attractors. The
output attractor of the proposed PRNG can be reconfigured
using an effective hard-wire shift and multiplexing scheme
during real-time operation. In [66], a high-speed PRNG
model is implemented on the FPGA by using enhanced
Henon map, which has been passed by a comprehensive
security analysis. The random bit set generated by PRNG is
further verified by NIST 800.22 statistical tests, which proves
that the design can be used in cryptographic applications.

As a complex dynamic behavior, hyperchaos is more com-
plex than chaotic behavior, and has higher application poten-
tial in the fields of secure communication and information
security [67]-[70]. Reference [71] presents a PRNG using a
hyperchaotic system with bigger Lyapunov exponent. Then
the self-shrinking generator is used to perturb the hyper-
chaotic sequences to decrease the period degeneration and
improve the performance of the sequences. In order to gen-
erate high quality true RNs at a fast rate, a new PRNG
based on a hyperchaotic multi-scroll piecewise linear system
is introduced in [72]. The generated random numbers were
evaluated using the NIST statistical test suite. The results
show that the method can generate RNs at a high rate while
guaranteeing the statistical quality.

The memristor is a non-linear element proposed by
Chua [73]in 1971 to describe the relationship between charge
and flux based on the completeness of the circuit. It was
successfully implemented by Strukov et al. [74]. Memristor
is a new type of electronic device. Because of its unique
memory, the memristor chaotic system constructed by mem-
ristor has more complex nonlinear dynamic phenomena than
the general chaotic system [75]-[80]. The memristor chaotic
system not only shows sensitivity in circuit parameters, but
also varies with the initial value of memristor. Using the
nonlinearity and memory characteristics of memristors as
feedback terms of hyperchaotic systems, complex nonlinear
dynamic phenomena (like four-wing attractor) can be gener-
ated, which provides a new development space for the design
of hyperchaotic systems [81]-[86]. Moreover, the random
sequence generated by the memristor hyperchaotic system
is more difficult to predict than the general chaotic signal.
In [87], a PRNG based on a 1-D memristor-based Cellular
Automata (CAs) array is presented. The memristor device
is considered to be the basic module of a CA cell circuit

181885



IEEE Access

F. Yu et al.: Design and FPGA Implementation of a PRNG Based on a FWMHS and Bernoulli Map

implementation, performing as a combined memory and pro-
cessing element to implement CA-based circuits. Up to now,
no PRNG based on memristor hyperchaotic system has been
proposed with the author’s knowledge.

In the present paper, based on a no-equilibrium four-wing
memristive hyperchaotic system (FWMHS) introduced
in [88], a PRNG used in FPGA-based design is proposed.
Most importantly, the novel PRNG uses a dual entropy
sources architecture with FWMHS and Bernoulli map to
increase the output throughput and the statistical quality
of the generated bit sequences. The results obtained from
FPGA-based FWMHS have been compared with the
computer-based results. Then, the proposed PRNG is mod-
eled and simulated on Vivado 2018.3 platform, and imple-
mented on Xilinx ZYNQ-XC7Z020 FPGA evaluation board
while the XOR function is used for post-processing. The
experimental results are consistent with expectations. The
bit sequence of the proposed PRNG successfully passes all
statistical tests of NIST 800.22, ENT and AIS.31 test suites,
and the ultimate output bit rate is 62.5 Mbps. Finally, the secu-
rity analysis is carried out by means of dynamical degrada-
tion, key space, key sensitivity, correlation and information
entropy.

The rest of the paper is organized as follows. The
mathematical models of a no-equilibrium FWMHS and
Bernoulli map are illustrated in Section II. In Section III, the
FPGA-based model of FWMHS is introduced and simulation
results of FPGA-based model are presented. In Section 1V,
the architecture of the PRNG is illustrated, and the imple-
mentation of the proposed PRNG on the FPGA platform is
discussed. Experimental and statistics tests results for the
validation of the architecture are also presented. The security
analysis are presented in Section V. Finally, this paper is
concluded in Section VI.

1

Il. THE MATHEMATICAL MODELS OF FWMHS AND
BERNOULLI MAP

A. A NO-EQUILIBRIUM FWMHS

The four-wing hyperchaotic system based on a memristor is a
research hotspot at present. Many different four-wing hyper-
chaotic systems based on a memristor have been introduced
successively [81], [82], [88]. Recently, a no-equilibrium
FWMHS was proposed in [88] by considering a control
parameter. The FWMHS shows both the no equilibrium and
line equilibrium conditions for different values of the control
parameter. This system is given by the following equation

X = ax + byz,
y=cy+dxz—pyW(w) - Q, n
z = ez +fxy + gxw,
w=—y,
where
Ww) = m + 3nw?, 2)

and where x,y,z,w are state variables and W(w) is
the memductance, that represents the non-linearity of the
flux-controlled memristor with parameters m and n. Q is the
control parameter, when Q # 0, the FWMHS exhibits hyper-
chaotic attractors without equilibrium points; When Q = 0,
the system has a line equilibrium in (0, 0, 0, w) and this line
equilibrium is consisting of infinite unstable [88]. To obtain
a hyperchaotic behavior, system parameters are chosen as
a=035b=-10,c = -0.6,d =03,e = —1.6,f =2,
g=01,m=0.1,n =001l,p = 0.2and Q = 0.01 and
the initial conditions are determined as [0.1,0.1,0.1, 0.1],
the system has a typical four-wing hyperchaotic attractor,
as shown in Fig. 1.

FIGURE 1. The results of FWMHS attractors obtained from Matlab: (a) x — y, (b) x — z, (c) y — z phase portraits and (d) 3D (x —y —z)

chaotic phase portrait.
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FIGURE 2. Multistable attractors for the conditions: (a) Q = 0.0505 and
the initial conditions are [-0.692, 0.04, —0.065, —0.375] and

[-2.38, 0.07, —0.281, 1.432] which are shown in blue and red
respectively; (b) Q = —0.0508 and the initial conditions are [2.062, 0.063,
0.028, —0.765], [0.0224, 0.052, —0.005, —3.665] and [—0.0224, 0.052,
—0.005, —3.665] which are shown in blue, red and yellow.

With respect to performed analysis, the Lyapunov expo-
nents have been calculated as LE1 = 0.1032, LE2 = 0.0149,
LE3 = 0and LE4 = —1.996 when Q = 0.01. As can be
seen on the results, since the signs of the Lyapunov expo-
nents (LE1, LE2, LE3, LE4) are (+, +, 0, —), respectively,
the four-wing memristive chaotic system is hyperchaotic.

Multistability refers to coexisting of multiple attractors
depending on different initial conditions, which is the inher-
ent characteristic of nonlinear systems and shows the rich
multiple steady state of the nonlinear dynamic system.
In order to study the multistability of the FWMHS, we change
the initial conditions and control parameter Q, and keep the
system other parameters unchanged to observe the attractor
phenomenon, and find that the system has hidden and mul-
tistable attractors [88]. When —0.05055 < QO < 0.0513,
we can see coexisting attractor with a limit cycle and coexist-
ing attractors of Q = 0.0505 as shown in Fig. 2(a). We also
observed coexisting period-8 oscillations of O = —0.0508 is
shown in Fig. 2(b).

S

05
%85 <04 03 02z 01 0 01 02 03 04 05
X(n)

X(n+1)

FIGURE 3. The graph of Bernoulli map function.

B. BERNOULLI MAP

Bernoulli map consists of two piecewise linear parts sepa-
rated by a discontinuity point, as shown in Fig. 3. In mathe-
matical terms, Bernoulli map is defined as

. _ Bx, +0.5, x<0 3)
"1 Bx, — 05, x>0
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where B is the chaos control parameter, and when 1 <
B < 1.4, the sequence of Bernoulli map will appear multiple
periodic points, and when 1.4 < B < 2, the map will appear
chaotic state, and all trajectory points will be linked together.
Bernoulli map not only has uniform probability density distri-
bution function, but also has similar time probability density
distribution and statistical probability density distribution,
which makes it have good ergodicity.

Random bits are generated by means of a threshold com-
parator, which is the defined as

b(n) = By, Ty) = {O’ n = T @)

1, x,>Ty

where T}, is a threshold parameter, and the comparator uses
to divide the phase space into two bit generating partitions.
In order to achieve the best quantization effect, according to
the distribution characteristics of Bernoulli’s iteration value,
Ty is 0. When B = 1.75, the sequence generated iteratively
by Bernoulli map, as shown in Fig. 4(a), and by sampling
and quantizing Bernoulli map, the random bits stream is
generated, as shown in Fig. 4(b).

H A N\l\/\{\\/\/\ .l\/\/\ A‘/\A. (7\)
osvvv vvvv\/v Vv\/\/vv

) 10 20 30 40 50 60 7! 100
n

—(b)

-
]
]
]
]
]
]
]
]
]
]

b(n)
o
[3,]

o

10 20 30 40 50 60 70 80 90 100
n

FIGURE 4. The graphs of Bernoulli map: (a) after sampling; (b) after
comparison.

lIl. THE FPGA-BASED MODEL OF FWMHS

As an important kind of integrated circuit chip, FPGA is
widely used in communication, information security, indus-
try, automobile, Internet of Things, artificial neural networks,
consumer electronics, image processing, artificial intelli-
gence and chaotic systems design [89]-[94]. There are many
algorithms to solve differential equations in literature, such
as Euler, Heun, RK4 and RKS5 butcher. RK4 is a derivative
of Runge-Kutta basic model, which is used to solve ordinary
differential equations with high accuracy, and mostly has
proved itself superior to other solutions.

A. RK4 ALGORITHM

In this study, RK4 algorithm has been used for performing
FPGA-based digital model of the FWMHS. Eq. (5) gives
the mathematical equation of this method. Where iteration
step Ah = 0.001, K1, K3, K3 and K4 represent the slope
values at four points on [xg, xx+1], respectively. iy and x; are
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FIGURE 5. Flow block diagram of the FPGA-based FWMHS.

the values of time t = #;. Similarly, ux41 and xx4 are the Vil = Vi + l(Kyl + Ky2 + Ky3 + Kya)
values of time t = #;41. 6

K1 = Ahf (X, ug)
Ah 1
Ky = Ahf (i + —, ur + =Ky)

K;1 = Ah(ezi + fXk+1Yk+1 + 8Xk+1Wk)
K1
K» = Ah(e(z + TZ) + Xk 1Yk +1 + 8Xk+1Wi)

2 2 Kz2
Ah 1 K3 = Ah(e(zx + - + Xk 1Vk+1 + 8Xk+1Wk)
Kz = Ah —— -K
3 f o+ 2 Mk + 2 2) K = Ah(e(zk + K3) + f Xk+1Vk+1 + 8Xk+1Wk)
K4 = ARf(x¢ + Al ug + K3) 1
1 Zk+1 = %k + E(Kzl +2K» +2K3 + Ky4)
= u, + = (K1 + 2K, + 2K3 + K. 5
Up+1 = Uk 6( 1 2 3 4) (5) Kol = Ah(—y)
Four equations of FWMHS are substituted into Eq. (5), Ko = Ah(—yg)
and the four state variables (x,y,z,w) of FWMHS K3 = Ah(—yp)

are solved respectively, as shown in Eq. (6). Where
Ki1, Kin, Ki3, Kia (i = x,y, 7, w) parameters in Eq. (6) repre-
sentation the slope of RK4 method for the System (1). When Wkl = Wi + l(le + Ko + K3 + Kia) (6)
t = 0, the initial values of x,, yx, zx and wy in numerical 6

model are chosen as xop = 0.1, y9o = 0.1, z0 = 0.1, wp = 0.1.

K4 = Ah(—yi)

B. FPGA IMPLEMENTATION

K = axi + byzx According to the high-precision 32-bit IEEE 754-1985

K = Ah(a(x, + %) + byzx) floating-point standard, FWMHS is modeled as a system
K based on FPGA by using RK4 algorithm in VHDL language.
K = Ah(a(xy + %2) + byrzx) The IP core generator developed by Vivado 2018.3 design

tool system is used to design multiplier, subtractor and adder

Kea = Ah(atx + Ki3) + byezi) for chaotic oscillator based on FPGA, which conforms to

1 . .
Xprl = X; + B(le + K2 + K3 + Ki4) IEEE 754-1985 standard. The flow block diagram of chaotic
signal generator based on FPGA implemented by RK4 algo-
Ky = d 3wy
y1 = Yk + dXpp12k — pyr(m + 3nw™) — Q rithm is shown in Fig. 5. As shown in Fig. 5, the designed
K 1 . _ .
Kyo =Ah(c(y + 2 4 ez system has three 1nput.s and two outputs (y — z phase portrait).
2 Run and Clk are the inputs of the system, and they are one
K 1 . . . . .
—p(y + 2Dyom + 3nw,%) —0) b}t §1gnals, whlch are used for sy.nchromz.atlon betw.eep the
2K timing of all units and other units. A/ is an 32-bit input
Ky = Ah(c(x + 22y 4 dxgerizk signal, wlych dejfmes the step size. This s1gna'1 is realized
X 2 from outside, which makes the design more flexible.
s . . .
—pyk + —==)(m + 3nw]%) -0 . The flow b10c1.< diagram is comppsed of three um.ts
2 like FWMHS oscillator, floating to fixed and DAC unit.
Kys = Ah(cOy + Ky3) + dxi 12k The oscillator unit has three input signals, which are
—p(k + Ky3)(m + 3nw,%) -0 1-bit Run, Clk and 32bit Ah. At the outputs end of the
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FIGURE 6. The block diagram of the FPGA-based chaotic oscillator unit.

FWMHS oscillator based on RK4 are four 32-bit output sig-
nals (X_Out,Y_Out,Z_Out and W_Out) at floating-point
standards, and XYZW _Ready signals provide clock and
enable signals for DAC unit. These signals are equivalent
to x,y,z and w variables of FWMHS. When the output
of the chaotic oscillator produces the first value, the value
of XYZW _Ready is ““1”’, and then the input of the multiplexer
unit (MUX) receives the output signals from the oscillator.
The inputs of floating to fixed-point unit are four 32-bit output
signals of the oscillator unit, which converts the outputs of
the previous unit into 14-bit unsigned fixed-point. The DAC
unit converts the digital signals generated by the FWMHS
into analog signals and outputs them to the oscilloscope.
In practical experiments, we choose Y_Out and Z_Out to
output to the dual-channel DAC module, and then output to
the oscilloscope.

Fig. 6 shows the block diagram of the FWMHS oscillator
using RK4 algorithm. xg, o, zo and wo signals are the ini-
tial conditions (I.C.) for the system to start running. In the
design, they are defined as 32-bit symbolic floating-point
numbers, which are determined internally by the user.

» B4 x1_next[13:0]
» B x2_next[13:0]
1 clk
il rst_n

» B x0_1[31:0]
» B x0_2[31:0]

» CEXECI—

» W x0_4[31:0]

The purpose of MUX is to select the external initial conditions
at the start or the internal values provided by RK4-based
FWMHS oscillator unit in successive steps [51]. In the
successive steps after the start of operation, the signals
(Xk+1> Yk+1, Zk+1 and wi41) generated by the oscillator unit
are used as the feedback inputs of the MUX, as the input
signals (xx, yk, zx and wy) of the next step. The oscillator
unit consists of six modules: K1, K2, K3, K4, ys and filter.
K1, k2, K3 and K4 modules are used to calculate the values
of Ki1, Kin, Ki3, Kis (i = x,y,z,w), and ys module is used
to calculate the values of xx41, Vk+1, Zk+1 and wr41. When
ys does not produce the final required calculation results,
the filter unit will prevent unnecessary values from reaching
the output.

C. FPGA TEST RESULTS

The FWMHS based on RK4 is synthesized on Xilinx
ZYNQ-XC7Z020 chip. The use of the chip source and
the clock speed of the FWMHS are calculated. Using
Vivado 2018.3 design tool, the data processing duration
of the FWMHS designed in this paper is determined. The
X_Out,Y_Out, Z_Out and W_Out signals are equivalent to
the x, y, zand w signals in the FWMHS. The chaotic oscillator
is discretized on the FPGA using Vivado 2018.3 design tool.
Although 32-bit floating-point standard is adopted in the
system design to detect the time series values of these signals
more easily, Vivado simulation results are displayed in hex-
adecimal digital format. The results of the Xilinx Isim simu-
lator for FWMHS are shown in Fig. 7 when Ak = 0.001. The
system runs in pipeline mode and produces x, y, z and w sig-
nals after every 320 clock cycles. The chip statistics of chaotic
oscillator implemented on FPGA are shown in Table 1. The
minimum working period of FWMHS signal generator based
on FPGA is 7.405 ns. Finally, the Y_Out and Z_Out signals
obtained from the RK4-based FPGA design of FWMHS are
recorded in a file in the form of 32-bit floating-point hexadec-
imal number during the test step, which is given in Table 2.
The y — z phase portrait of the output signals are obtained

FIGURE 7. Xilinx Isim Simulation results of the FWMHS based on FPGA.

TABLE 1. The Xilinx ZYNQ-XC7Z020 chip statistics of FPGA-based FWMHS.

FPGA chip Slice register number ~ LUTs number  Bonded IOBs number ~ Max. clock frequency (MHz)
ZYNQ-XC7Z020 26,426 22,556 34 135.043
Utilization (%) 24 42 27 —

VOLUME 7, 2019
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TABLE 2. The conversion result from 32-bit floating-point number output by FPGA to decimal number.

FPGA output signals in 32-bit floating-point number with hexadecimal format

Decimal number values

Y_Out Z_Out y(t) z (t)
3dcb63f9 3dc9191a 0.0993117729756227  0.0986196568394701
3dc9fd10 3dc72£72 0.0986272076742696  0.0972584656747548
3dc89812 3dc461b5 0.0979462974053773  0.0959161856107186
3dc734fd 3dc1b9cl 0.0972690350292466  0.0945925779289057
3dc5d3dl 3dbf0d78 0.0965954129754891  0.0932874060940825
3dc4748c 3dbc6ab9 0.0959254232608698  0.0920004357597591
3dc3172e 3db9d167 0.0952590575065645  0.0907314347727196
3dc1bbb5 3db74162 0.0952590575065645  0.0894801731765933
3dc06221 3db4ba8a 0.0939371624852399  0.0882464232144955
3dbfOat6e 3db23cc3 0.0932816146300924  0.0870299593307697
3dbdb49e 3dafc7ef 0.0926296535896916  0.0858305581718593
3dbc60ad 3dad5bee 0.0919812692468322  0.0846479985863375

FIGURE 8. Implementation platform and exemplification y — z phase
portrait generated by the FPGA implementation of the FWMHS.

using the data set generated in decimal format by FWMHS
based on FPGA given in Table 2. A picture of the y — z phase
portrait obtained from the hardware implementation of the
RK4-based FWMHS on FPGA is shown in Fig. 8. The results
show that the phase portrait obtained by the model based
on MATLAB and FPGA have good consistency.

IV. DESIGN AND FPGA IMPLEMENTATION OF THE PRNG
The proposed PRNG incorporates four units: entropy source,
sampling, quantization (comparator) and post-processing,
the architecture is shown in Fig. 9, where a dual entropy

sources is consisting of the FWMHS and Bernoulli map. Due
to the difference of random numbers produced by chaotic
oscillator and Bernoulli map in each iteration, two clock
signals Clk1 and Clk2 with different sampling frequencies
are designed in the implementation of FPGA. When sampling
the four 32-bit floating-point signals (X_Out, Y_Out, Z_Out
and W_Out) generated by the chaotic oscillator, we select the
bits between 0 and 21 for sampling and output to the next
step. In the quantization unit, two, three and all (four) 22-bit
signals are simultaneously pre-processed by XOR function
so that the chaotic oscillator generates 242-bit random num-
bers in each iteration period. The Bernoulli map is sampled
and compared according to the sampling frequency of CIlk2
and the threshold value T}, and the output bit stream is
sent to the post-processing unit. Then, the two bitstreams
generated by the dual entropy sources are post-processed.
The post-processor is used to improve the randomness of bit
sequences generated by PRNG. In this design, XOR function
is used as post-processing to reduce the utilization rate of the
resources of the FPGA. The PRNG design steps are shown
in Algorithm 1 as pseudocode. When PRNG is implemented
on FPGA, we take the period of Clk1 as 484 clock cycles,
and the period of Clk2 as 2 clock cycles. For each iteration,

X_Out(31:0)
Run —p :
=" FPGA-Based Y_Out(31:0) M
Clkl :I““"Wif'g Z_Ouat:n) ERLERLY bi
—p emristive Sampling | 7 ouq21:0) | Quantification " =
hyperchaotic W_Out(31:0) —— gb 1
Ah(31:0)| Oscillator —— W_Out(21:0)
> unit XYZW_Ready —
XOR Random Bit
stream
U0 Bernoulli Map ey SAMPling  —mp Comparator > gu!:;m L I

Clk2 I

FIGURE 9. The architecture of the proposed PRNG based on FWMHS and Bernoulli map.
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FIGURE 10. Simulation results of FPGA-based PRNG unit.

TABLE 3. The Xilinx ZYNQ-XC7Z020 chip statistics of the PRNG unit.

FPGA chip Slice register number ~ LUTs number  Bonded IOBs number ~ Max. clock frequency (MHz)
ZYNQ-XC7Z020 27,371 24,836 3 135.04
Utilization (%) 25.72 46.68 2.4 —

Algorithm 1 PRNG Design Algorithm Pseudocode

Input: Parameter input and initial conditions of chaotic
systems and Bernoulli map, Ah, Ty, Clk1, Clk2

Output: 1000 Mbit data

1. Repeat:

2. Obtain the X_Out(31 : 0), Y_Out(31 : 0), Z_Out(31 :
0), W_Out(31 : 0) according to (6);

3. Choose the last 22 decimal places from the X_Ouz(31 :
0), Y_Out(31 : 0), Z_Out(31 : 0), W_Out(31 : 0);

4. Obtain bit stream of chaotic system according to XOR
of xy, zw, xz, yw, xw, yz, xyz, xyw, yzw, xzw and xyzw;

5. Obtain b(n) according to (3) and (4);

6. Obtain bit stream according to XOR of bit stream of
chaotic system and b(n);

T.t=t+1;

8. Until: least 1000 Mbit data

9. Return: 1000 Mbit data

the FWMHS generates 242 bits of random number while
Bernoulli map generates 1 bits of random number.

An example of simulation results obtained using Vivado
2018.3 FPGA is shown in Fig. 10. After synthesizing Verilog
code, the FPGA editor gives a maximum operating frequency
of 135.04 MHz. As can be seen in Fig. 10, the realized bit
output rate is 62.5 Mbps. The statistics of the design of PRNG
based on FPGA chips obtained from Vivado 2018.3 are given
in Table 3. The experimental setup and the visualization on
the oscilloscope of a typical output of the proposed PRNG is
shown in Fig. 11.

il §  —200mv

FIGURE 11. The implementation platform and RN waveform generated by
the FPGA implementation of the proposed PRNG.
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RN performance evaluation is an important aspect of
RNGs, because it is necessary to test and evaluate the random-
ness and statistical characteristics of pseudo-random genera-
tors to determine whether they can be used in cryptographic
applications. Statistical tests of RNs use samples to infer the
overall situation. Generally, in order to get the most accurate
overall situation through sample analysis, it is always possible
to sample the population to be tested several times. At present,
some commonly used test standards are used to verify the
randomness of bit streams, such as the Federal Informa-
tion Processing Standard (FIPS 140.1), the National Institute
of Standards and Technology (NIST 800.22), the ENT test
suite and the DIEHARD test suite. NIST 800.22 can han-
dle large-size bit streams which contains 15 test methods:
frequency test, run test, serial test, etc. The significance level
in NIST 800.22 is preset as « = 0.01 and the sample size of
the binary sequence in each test should not be less than o~
Each sub-test result is represented by a p — value. The test
results can be explained in three ways: p — value, pass rate
and p — valuer. The interpretation of p — value is to test
whether the generated p — value is in the range of [0.01, 1].
Pass-through rate represents the proportion of the sequence
passing the p — value test in all test sequences. p — valuer
is the statistics of p — value distribution. If p — valuer >
0.0001, the sequences can be considered to be uniformly
distributed. NIST 800.22 standard has a lot of test times
and is complex, so we choose NIST 800.22 statistical test
suite to test the bit stream generated by the proposed PRNG.
The bit stream obtained from chaotic PRNG based on FPGA
is tested by NIST using 1000 sample sequences of 1Mbit.
As shown in Table 4, all the statistical tests of PRNG based
on FPGA prove that the designed PRNG can be used in real
stochastic systems. The minimum pass rate for each statistical
test with the exception of the random excursion (variant) test
is approximately 0.98.

The ENT test set consists of five statistical tests to evaluate
the PRNG which applies various tests to byte sequences
stored in files and reports the results of these tests. For
ENT test suite, if the results of a numerical sequence deviate
too far from the ideal values listed in Table 5, it will fail.
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TABLE 4. NIST test results for FPGA-based PRNG.

NIST Statistical test p — valuep Proportion Result

Frequency (monobit) test 0.870856 0.986 Successful
Frequency test within a block 0.713641 0.986 Successful
Runs test 0.444691 0.983 Successful
Test for the longest run of ones in a block  0.903338 0.988 Successful
Binary matrix rank test 0.266235 0.991 Successful
Discrete Fourier transform test 0.161703 0.984 Successful
Non-overlapping template matching test 0.543623 0.989331 Successful
Overlapping template matching test 0.544254 0.987 Successful
Maurer’s universal statistical test 0.647530 0.985 Successful
Linear complexity test 0.228367 0.984 Successful
Serial test 1 0.469232 0.986 Successful
Serial test 2 0.236810 0.991 Successful
Approximate entropy test 0.476911 0.986 Successful
Cumulative sums test 0.314544/0.886162  0.984/0.987  Successful
Random-excursions test 0.729608375 0.991653 Successful
Random-excursions variant test 0.3062010556 0.992580 Successful

TABLE 5. ENT test results for FPGA-based PRNG.

Test name Test output Ideal value Result
Entropy 7.999979 8.0 Success
Chi-Square 56.78% 50% Success
Arithmetic Mean 127.5240 127.5 Success
Monte Carlo Value for Pi 3.143354182  3.141592653  Success
Serial Correlation Coefficient  -0.000129 0 Success
TABLE 6. AlS.31 test results for FPGA-based PRNG.

Test name Acceptance range Value Result
TO (Disjointness) — Pass Pass
T1 (Monobit) 9654 < value < 10,346 10158 Pass
T2 (Poker) 1.03 < value < 57.4 20.1408  Pass
T3 (Run) runs 1:2267-2733 2467 Pass
T3 (Run) runs 2:1079-1421 1270 Pass
T3 (Run) runs 3:502-748 628 Pass
T3 (Run) runs 4:233-402 300 Pass
T3 (Run) runs 5:90-223 155 Pass
T3 (Run) runs 6+:90-223 160 Pass
T4 (Longrun) Long Run=34 Pass Pass
TS5 (Autocorrelation) 2326 < value < 2674 2511 Pass

Table 5 shows the results of randomness test, and the pro-
posed PRNs can successfully pass all tests.

In AIS.31 test, RNG is divided into two levels: P1 and P2,
in which P2 requires higher requirements and is downward
compatible with P1. According to the requirements of AIS.31
standard, the internal random sequence must be able to pass
the P1 class test, which refers to the internal RNs passing six
tests. The test methods applied to P1 include 6 tests: TO to T5.
For tests from T1 to TS5 (excluding TO), the length of the
sample sequence is set to 20000 bits and 257 rounds are
conducted respectively. If internal RNs pass the TO to TS test,
it is determined that internal RNs belong to P1. The results of
internal RNs passing P1 class test are listed in Table 6.

In Table 7, the proposed PRNG is compared with RNGs in
recent literature. It can be seen that in the proposed PRNG,
the output speed can reach 62.5 Mbits/s when the maximum
clock of RNG implemented by FPGA is 135.04 MHz using
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FWMHS and Bernoulli map as dual entropy sources. Com-
pared with the methods proposed in the table, the proposed
PRNG runs faster and can be applied to various embedded
systems based on chaos, including cryptography and secure
communication.

V. SECURITY ANALYSIS

A. DYNAMICAL DEGRADATION

In real life, there are always some deviations between the
chaotic system we study and the real chaotic system. No mat-
ter how high-precision computer is used, it can not accu-
rately simulate every state of the chaotic system. For chaotic
sequences, the chaotic systems used are all realized with lim-
ited precision. Limited by the limited precision, the chaotic
sequence will show the chaotic degradation behavior, which
makes the periodicity and pseudorandomness of the sequence
worse, so it is not suitable for security encryption and this
phenomenon is called the limited precision effect. So the
researchers naturally think of improving the realization accu-
racy of chaotic system to avoid its dynamical degradation.
In 1988, Martelli et al. [95] discovered the relationship
between the average cycle length T of the periodic orbit of
the system and the realization accuracy L, thatis T ~ g—dl 2
where ¢ = 2L, d is the correlation dimension of the chaotic
attractor. It can be seen that the average length of system
orbit period will increase exponentially with the increase of
calculation accuracy. But there are a lot of orbits with cycle
length less than the average cycle length in the system at
the same time, so improving the accuracy can only improve
the dynamical degradation phenomenon, which can not be
completely eradicated. Although it can’t solve the problem
of limited precision and get the ideal pseudo chaos sequence
at once, it can be used to improve the security of the algorithm
in practical application.

B. KEY SPACE

In order to protect the confidentiality of information against
cryptanalysis, it is very important to choose the size
of key space. The larger the key space, the higher the
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TABLE 7. Comparison of the proposed design with others in the literature.

. Output bit Max. Clock Post .
Refs.  Types Entropy source FPGA Chip rate (Mbit/s)  frequency (MHz)  processing Test suite
[20] Pseudo  Bernoulli map Spartan 3E 7.380 36.90 XOR NIST 800.22
[20] Pseudo  Tent map Spartan 3E 6.652 33.26 XOR NIST 800.22
[20] Pseudo  Zigzag map Spartan 3E 6.266 31.33 XOR NIST 800.22
. Spartan XC3S1600E
[53] True Bernoulli map Anadigm AN231E04 1.5 — — NIST 800.22
; . - NIST 800.22
[54] True Chaotic System Virtex-6 58.7 293 XOR FIPS 140.1
[55] True ~ Mmemuistive canonical Chua’s Kintex-7 0.125 59.492 XOR NIST 800.22
oscillator and logistic map
This four-wing memristive hyperchaotic NIST 80022
Pseudo & e hyp ZYNQ-XC7Z020 62.5 135.04 XOR ENT
work system and Bernoulli map AIS.31

encryption intensity, and the more suitable for information
encryption. Otherwise, too small key space is vulnerable
to exhaustive attack, so the key password is deciphered.
In this paper, the PRNG is constructed by using continu-
ous high-dimensional chaotic system and discrete mapping
to increase the required key space. The high-dimensional
chaotic system has many parameters, is sensitive to the
boundary conditions and the initial value of the system,
and has a large relative key space, which will have a bet-
ter application prospect in information encryption than the
low-dimensional chaotic system.

In most PRNGs using chaotic mapping in continu-
ous space, the key space depends on the precision of
floating-point number. According to IEEE floating point
standard [96], the key consists of 15 16-bit single pre-
cision floating-point numbers of FWMHS initial con-
ditions {x (0),y(0),z(0),w(0)} and system parameters
{a,b,c,d,e,f,g,m,n,p,Q}, and 2 16-bit single preci-
sion floating-point numbers of Bernoulli map initial con-
dition x,41 (0) and parameter B. In this method, the keys
ares 240 bits. That is to say, the key spaces of this method
are 2240 which is much larger than 2128 5o it can effectively
resist exhaustive attack.

C. KEY SENSITIVITY

Chaos is very sensitive to the initial conditions, so the PRNG
based on chaos should also be sensitive to the key to produce
good random number. In this test, we give an original key
as a benchmark key to generate a pseudo-random sequence
of 1000 bits. We change the initial condition x(0) and the
value of parameter a slightly by 1078,

(1) x(0) = 0.1: a sequence S7 with 1000 bits is generated,
then a new sequence Sy by slight modification of the initial
condition x"(0) = 0.1 x 1078 is generated;

(2) a = 0.25: a sequence S3 with 1000 bits is generated,
then a new sequence S4 by slight modification of the system
parameter @’ = 0.25 x 1078 is generated.

In this test, the bit change rate can be used to measure
its sensitivity to the key [97]-[99], that is, when the key
changes slightly, the number of bits in the sequence generated
by the PRNG is different. The ideal bit change rate is 50%
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and the closer the simulation result is to 50%, the better the
sensitivity of PRNG to initial value is. If the length of two
pseudo-random sequences S and S, with different initial val-
ues is n, then the corresponding bit change rate is defined as:
n
Z (S1r — S2r)

p="= % 100% (7

where Sq; and S»; are the ¢-bit values of chaotic pseudoran-
dom S; and S5 respectively. The change of bit change rate P
with initial value and parameter change Ai(i = x, a) of the
system is shown in Table 8. It can be seen that when the initial
value and parameters of the system are only small changes
of 1078, the bit change rate of the pseudo-random sequence
is very close to the ideal 50%, which shows that the PRNG
is very sensitive to the initial values and parameters of the
chaotic system and mapping.

TABLE 8. Initial value sensitivity analysis of pseudorandom sequence.

— Az Aa P

Sy 1078 0 49.99%
Sy 0 10=8  49.99%

Fig. 12 (a) is the time domain waveforms of x when the
initial conditions are x(0) = 0.1 and x(0) = 0.10000000001.
Fig. 12(b) shows the time domain waveforms of x of system
parameter a = 0.25 and a = 0.25000001. It can be seen that
with the increase of iteration times, the sensitivity of initial
value and parameter becomes more and more obvious.

D. CORRELATION

Correlation is an important method to measure the random-
ness of two sequences generated by adjacent keys. In order
to further verify the sensitivity of the design method to
the initial key, the correlation between the two sequences
generated by the similar key is observed. The correlation
coefficient measures the statistical relationship between the
two pseudo-random sequences, and then uses the correlation
coefficient to carry on the simulation test. If the generated
sequence is random, its autocorrelation graph is § function,
and the autocorrelation graph should be all zero. For two
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FIGURE 12. The time domain waveforms of x when: (a) initial conditions are x(0) = 0.1 (blue) and x(0) = 0.10000000001
(red), (b) system parameter a = 0.25 (blue) and @ = 0.25000001 (red).

0.3
(a)

=

£ 02 ]

=

:

£ 0.1 ]

9

2

V14 05 0 05 4

Lags

x10

Corss-correlation

4

0.1 ;
(b)
0.05; 1
O Aot -
-0.05- 1
014 %5 0 05 1 yx10°
Lags

FIGURE 13. Correlation analysis of 10 sequences for PRNG-FWMHS: (a) Auto-correlation, (b) Cross-correlation.

sequences X = {xg, X1, - - -, Xy—1} and ¥ = {yo, y1, - - -, yn—1},
the correlation between the two sequences can be expressed
as follows:

N

(i —X)- (i =)
i=0
Cxy = ' (3)
y =2 y =2
> =X 30— )
i=0 i=0
N N
where x = ) ;‘v’, y= jy—\}, N is the length of the sequence.
i=0 i=0

L
Cxy € (—1, 1), Here we calculated that Cxy = 1.98 x 1074,
then we can assume that there is no correlation between X
and Y, therefore, the sensitivity of chaotic system to small
changes of parameters is high.

Fig. 13 shows the correlation between the pseudo-random
sequence generated by the original key and the 10 pseudo-
random sequences generated by the randomly selected
10 keys. The uniform results of 10 experiments close
to O verify that there is no correlation between the
pseudo-random sequences generated by this method.

E. INFORMATION ENTROPY

Information entropy determines the unpredictability of some
messages and it is a measure of the uncertainty of the ran-
dom bit stream generated by our proposed structure. When
the random bit stream is uniformly distributed, the entropy
is the largest. It is very important in safety analysis, high

181894

entropy means a robust pseudorandom generator, while low
entropy means a weak pseudorandom generator with certain
predictability. The entropy H(x) of a sequence x can be
estimated using the following expression

2N

H(x) ==Y p(x)log,p(xi)

i=1

&)

where N is the number of bits of each element of sequence x,
2V is all possible symbols in the sequence, x; is 2V different
symbols in sequence x, p(x;) represents the probability of
distribution of element x; in sequence x. If sequence x has
2V possible elements, the entropy should be H(x) = N.
Fig. 14 shows the entropy of 51 random sequences, and
the average entropy of 51 random sequences is 0.9998.
Therefore, the sequence is unpredictable.

5 \ | I I . I
0.9976 5 10 15 20 25 30 35 40 45

Sequences

50

FIGURE 14. Information entropy of 51 sequences for PRNG.
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VIi. CONCLUSION
In this article, first of some dynamic behaviours of a FWMHS

with no-equilibrium points and Bernoulli map were basically
analyzed. Then, the FWMHS has been numerically modeled
by VHDL using RK4 algorithm, one of the most popular
numerical differential equation decryption methods in liter-
ature. Additionally, oscilloscope screen image obtained from
FPGA has confirmed the results obtained from numerical
model. Finally, a new PRNG based on the combination
of a dual entropy sources architecture with FWMHS and
Bernoulli map was discussed. PRNG has been implemented
on FPGA and proved to be able to generate random bit
streams with an output bit rate of 62.5 Mbit/s. Statistical tests
and security analysis show that the binary sequences have
good pseudorandom characteristics and it has been proved
that the design can be used in cryptographic applications.
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