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ABSTRACT This paper presents a fast encoding method for versatile video coding (VVC) using an
early determination scheme that skips redundant multi-type tree (MTT) pruning. MTT consists of binary
and ternary trees (TTs) with traditional quadtrees and has recently attracted considerable VVC research
interest due to coding efficiency beyond HEVC. However, the additional trees, particularly TTs, signifi-
cantly increased VVC complexity, which has rarely been studied previously. Therefore, we identified TT
characteristics in the VVC encoding context, and hence propose a simple early decision technique that can
effectively reduce TT complexity. Experiments over various test sequences show that the proposed method
substantially decreased the total encoding time for a VVC test model 4.0 (VTM 4.0) with only slight coding
loss under the all-intra configuration. In particular, the proposed method reduced TT encoding time by up to
66% compared with VIM 4.0.

INDEX TERMS Versatile video coding, high efficiency video coding, multi-type tree, encoder complexity,

intra-prediction.

I. INTRODUCTION
Versatile video coding (VVC) is a new standardization project
established by the Joint Video Experts Team (JVET) of
ISO/IEC JTC 1/SC 29/WG 11 and ITU-T SG16 WP3 to
improve compression efficiency compared with HEVC. VVC
was developed to meet various requirements associated with
video coding application [1], including emerging video con-
tents such as an ultra-high definition video and 360-degree
video. The recent VVC test model (i.e., VTM 4.0) has already
achieved 31% average bitrate saving for the same visual
quality compared with the latest HEVC test model (HM)
under the random-access configuration [2]. Therefore, VVC
is expected to be widely used for broadcasting systems,
streaming services, and storage systems in the near future.
Multi-type tree (MTT) structure is a pivot that unifies tradi-
tional separated concepts of coding, prediction, and transform
units; and can support more block shapes than HEVC [3].
MTT also employs binary (BT) and ternary tree (TT), com-
pared with just quadtree (QT) in HEVC, which are recursively
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applied to QT. Let N denote the width or height of a block.
Then, given block of size 4N x 4N, BT allows the block
to be split to the half, i.e., 4N x 2N or 2N x 4N, as in the
HEVC prediction unit (PU); and TT can split a block into
three (4N x N, 4N x 2N, and 4N x N (horizontal direction); or
N x 4N, 2N x 4N, and N x 4N (vertical direction)), providing
more flexible area partitioning.

However, VVC encoder complexity can be increased fur-
ther due to complicated TT partitioning and further splits
in recursion as Fig. 1 shows that the TT time portion is
about 33% among the entire encoding time. Fig. 1 presents
encoding time for BT, TT, and others including QT in quanti-
zation parameter (QP) 37 and the all-intra configuration that
encodes all frames as intra-frames [18]. Herein, the encoding
time for BT and TT includes the corresponding prediction,
transform and coding times for the CU encoding test of each
partition. BT requires most of total encoding time (more than
50%). However, reducing BT complexity could significantly
degrade compression performance; not only due to reduced
BT efficiency but also some BT conditions, e.g., splitting
rules on picture boundary as described in [3]. TT also con-
sumes about one-third of total encoding time. In addition,
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FIGURE 1. Time distributions for MTT partitioning under all-intra
configurations with quantization parameter 37. 100% represents the total
encoding time of VTM 4.0.

as shown in Table 1, the actual running time for TT per frame
takes more than one second, which is far beyond real-time
encoding. Few previous studies have considered reducing TT
complexity, although it has some redundancy with other block
partitions. Thus, TT redundancy should be addressed for low
complexity video applications, such as real-time broadcast-
ing, low-delay streaming, and battery constrained encoding
devices.

Early tree decision approaches for coding tree units (CTUs)
or coding units (CUs) have been widely studied previously for
fast video encoding. One pioneer work used early termination
based on QT pruning in HEVC [4]. Whether to early termi-
nate or not the sub-QT partitioning was judged by checking
the best CU prediction mode. Several studies have attempted
to reduce QT plus BT (QTBT) encoding complexity by
extending pruning methods [5], [6]. However, TT-specific
fast encoding methods have not yet been thoroughly investi-
gated. Although JVET experts have considered mechanisms
to relieve VIM 4.0 encoding complexity, they have focused
on TT use under several predefined conditions [7].

This paper proposes a context-based TT decision (C-TTD)
method to significantly reduce TT computational complexity
in VVC intra-coding. The proposed method aims to find
an early decision criterion based on a Bayesian approach
that exploits rate-distortion (RD) costs related to TT splits
to determine if the current TT split can be skipped. The
contribution of the paper includes:

1) A new feature is identified, which has strong correla-
tion of BT costs with the choice of TT. To the best of
our knowledge, this feature is the first attempt to reduce
the TT complexity in the VVC literature.

2) From a practical point of view, the proposed method
has a lightweight termination scheme that effectively
reduces TT complexity. In contrast, the state-of-the-
art [16] requires complexity-heavy texture extraction
process which may hinder implementing practical
low-complexity encoders.

3) The proposed TT pruning scheme can reduce the
encoding complexity of both TT and BT. Since a node
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TABLE 1. Running time of VTM 4.0.

Sequence Encoding time TT time TT time per frame
) () ()
MarketPlace 6465.15 2190.28 4.56
RitualDance 4708.49 1568.96 327
Johnny 1876.14 604.80 1.26
BQMall 2130.30 701.49 1.46

in TT can have child nodes of either one of BT and TT
or both, it is critical for an encoder to find the redun-
dancy of tree split tests. Thus, by skipping redundant
TT split tests, the proposed method can improve the
entire VVC encoding complexity.

Experimental results show that the proposed method can
reduce the total VTM 4.0 encoding time by 67% on average
with only very slight coding loss under an all-intra configu-
ration.

Il. RELATED WORK

A. OVERVIEW OF MULTI-TYPE TREE IN VVC

In addition to splitting blocks using QT structures in HEVC,
VVC can use BT or TT structures for each leaf node of the
QT [8]. If the parent node is QT, the current node can be split
with QT, BT, or TT; whereas if the parent node is BT or TT,
the current and child nodes cannot use QT, hence only BT or
TT is used for subsequent partitioning. Fig. 2 shows several
examples. There is also a non-split block, i.e., a leaf node after
testing all possible tree structures. The block is encoded using
intra-prediction and residual coding. Importantly, BT and
TT have directions in the splits, i.e., vertical and horizontal
directions, as shown in Fig. 2.

MTT performs RD cost competition for all possible par-
titioning trees in a CU to determine the best structure. The
CU is split if the best RD cost is achieved by QT, BT, or TT;
and otherwise remains a non-split block. Other MTT aspects
should also be considered, such as split restrictions by depth
and picture boundary. For depth constraints by depth, if BT
or TT depth reaches the maximum depth in a tile, then the
tree is not further split. CUs can also be forced to split at a
picture boundary. More detailed CTU partitioning processes
are described in [8], with associated syntax and semantic
elements described in [3].

B. EXISTING TREE DECISION METHODS FOR FAST VIDEO
ENCODING
Various methods have been proposed to reduce complexity to
make a recursive QT structure for a square block in HEVC.
A pruning-based early CU decision was proposed to judge
whether to split a block according to the best prediction
mode [4]. Context-based early CU pruning approaches have
been considered Subsequently, exploiting correlations among
CUs [9] or RD costs of CUs within QT [10].
Learning-based approaches have been studied recently for
fast HEVC intra coding by pruning CUs in a QT structure.
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FIGURE 2. An example of possible split cases of MTT for a CU in VVC. Ver denotes vertical direction split and Hor
denotes horizontal split. Each gray node can split further among QT, BT and TT depending on the current tree

structure and some restriction rules.

A fast encoding method based on decision tree was pro-
posed, targeting partitioning and prediction mode complex-
ity [21]. The random forest technique within a CU, using
an ensemble-based randomized tree model, was proposed
to tackle encoding complexity for HVEC intra-prediction
modes [19]. Support vector machines or neural networks
have been employed to classify redundant CUs for fast CU
depth decision [11], [12], [20]. Convolutional neural net-
works (CNNs) are widely used for classification tasks and
have also been employed to predict the best CU partition [14].
Since learning-based approaches are fitted to specific coding
structures or features, they would be difficult to extend to BT
and TT tree structures.

Recent studies have addresses BT and TT complexity,
along with other tree types, utilizing similar approaches to
previous QT related studies [5], [6], [13]. A probabilistic
approach exploiting RD context was proposed for QTBT par-
titions [6]. Learning-based approaches have been developed
to facilitate BT classification, using various classification
methods, such as a decision tree [13] and CNN [5]. However,
TT complexity has been only rarely tackled, even though TT
demands high VVC encoding complexity. JVET conducted
several experiments to consider TT complexity by restrict-
ing split conditions [7], [15]. A fast encoding method was
proposed that targets QT, BT, and TT [16], exploiting vari-
ous features, including gradient and texture variance. Early
determination of MTT partitioning was established in [16]
using the decision tree classifier for each split mode. In [22],
another machine learning based approach is investigated,
which utilizes random forest technique and extracts vari-
ous features including gradient-based texture information to
reduce the MTT complexity. In random-access configuration,
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this approach showed 0.61% coding loss with 30% encod-
ing time saving. In the random-access configuration, this
approach showed 0.61% coding loss with 30% total encod-
ing time saving. However, these learning-based approach
still required complex and intensive preprocessing to extract
texture information for every CU, greatly increasing total
encoder complexity.

Decision tree-based classifiers can be easily overfit to
the training set, and thus, studies should carefully establish
training and testing sets. Although the current methods can
contribute to reducing MTT complexity, considerable room
remains to reduce TT complexity.

Ill. PROPOSED METHOD

Encoding complexity for TT is high, which is a bottleneck to
develop low-complexity VVC encoders. Although TT might
not be the best choice during RD optimization, current VITM
4.0 design needs to check almost all split and non-split
cases, which requires considerable computational complexity
by redundancy. For the problem considered in this paper,
redundancy can be quantified by the number of TT RD
evaluations that might be unnecessary from initialization to
final decision. Thus, we try to find a critical factor correlated
to the redundancy and exploit it to make an early decision.
Specifically, motivated by the Bayesian probability approach,
we propose a simple C-TTD scheme for a VVC encoder with
MTT structure. The detailed C-TTD description is presented
in this section on top of VIM 4.0.

A. MOTIVATION AND ANALYSIS
Table 2 shows probability p(r), measuring the number of
events where the split mode t is redundant in VIM 4.0
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TABLE 2. Prior probability when encoding using VTM 4.0.

p(r=TT_H) (%) p(x=TT_V) (%)

Sequence

QP 22 QP 37 QP 22 QP 37
Cactus 0.880 0.907 0.921 0.900
BasketballDrive 0.866 0.886 0.970 0.953
BQTerrace 0.899 0.886 0.915 0.889
BasketballDrill 0.838 0.890 0.856 0.907
BQMall 0.863 0.879 0.838 0.858
RaceHorsesC 0.873 0.892 0.893 0.860
FourPeople 0.892 0.891 0.886 0.881
KristenAndSara 0.919 0.892 0.888 0.879
Average 0.879 0.890 0.896 0.891

Notes: hor = horizontal direction. ver = vertical direction for TT split;
p(z=TT_H) and p(z = TT_V) = prior probability for horizontal and
vertical direction splits, respectively.

TABLE 3. Test material information for statistics.

Class Sequence

B Cactus
BasketballDrive
BQTerrace
C BasketballDrill
BQMall
RaceHorsesC
E FourPeople
KristenAndSara
Notes: Only the first frame is used for all sequences and encoded with QP
22 and QP37 under the all intra configuration.

Cropped resolution
1920x1024

832x448

1280x704

software. The term ‘redundant’ means that the RD cost of ©
is larger than that of the best mode in a CU. Table 2 shows
that p(7) is high when evaluating TT RD costs. For example,
the average prior probability a horizontal TT split mode is
redundant, p(tr = TT_H) = 0.879 and 0.89 in QP 22 and 37,
respectively. Similarly, average vertical TT split mode redun-
dancy p(r = TT_V) = 0.896 and 0.891 in QP 22 and 37,
respectively. Table 3 shows the detailed test conditions and
material details. We used eight test videos and two QPs but
also observed similar numbers in different scenarios.

Since the best mode is determined after comparing RD
costs for up to six block partitioning tests, including no
CU split and five different split modes, i.e., QT, horizontal
BT (BT_H), vertical BT (BT_V), horizontal TT (TT_H),
and vertical TT (TT_V), the level of redundancy can incur
unnecessary computations. However, according to Bayes’
theorem, the degree of belief after observing the evidence
greatly increases with initial degree of belief in t. Thus, if we
can find an appropriate evidence ¢ and exploit the posterior
p(t| €) after the observation, an early decision can be made
to efficiently sort out TT redundancy.

We investigated BT split RD costs for evidence e.
We assumed that a block with a given texture direction should
be encoded by the most suitable partition shape in view of
RD cost. Thus, blocks with vertical texture direction should
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FIGURE 3. Example mapping TT_V area to BT split cases in a CU encoding.

be encoded by BT_V or TT_V rather than horizontal parti-
tioning modes. In this case, BT_V or TT_V RD costs tend to
be smaller than BT_H or TT_H. Thus, cost comparisons for
BT modes (i.e., BT directions) could be useful to predict the
best TT direction. Furthermore, BT direction can be suitable
evidence because certain TT direction pixels significantly
overlap with the same BT direction. Fig. 3 shows the level
of sub-CUs of TT_V overlap with corresponding sub-CUs of
BTs. For example, 100% pixels in “A” of TT_V are included
in “A” of BT_V, whereas only 50% of pixels are included
in “A” of BT_H. Therefore, TT_V tends to provide similar
encoding results to BT_V because it has more overlapped
pixels than BT_H. Therefore, we compare BT_H and BT_V
costs as an evidence and use them to enhance the belief for
TT redundancy.

Thus, we define a suitable evidence, ¢, where RD cost
of BT in a certain direction is better than the other cases,
is defined as below:

() = 1, ifJpr () <JBT(~6) )

0, otherwise,

where § and ~ § denote horizontal or vertical direction BT
split, respectively; €(8) denotes evidence ¢; and Jpr denotes
the BT RD cost for a given 8. Let p(¢) denote the probability
that ¢ = 1. Table 4 shows the posterior p(t|e), gathered
under the same test conditions of Table 1. t can be either
TT_Hor TT_V, and § can be either horizontal (hor) or vertical
(ver) direction. Posterior increases with given ¢. On average,
posterior reaches more than 0.955 and 0.945 in horizontal and
vertical directions, respectively. The probability is substan-
tially high.

B. CONTEXT-BASED TT DECISION (C-TTD)
We propose a C-TTD scheme that skips TT early to decrease
encoding complexity. The proposed method utilizes &(§) to
select redundant TTs more accurately. Since TT implies two
possible split cases, the proposed method has two phases
(horizontal (TT_H), and vertical (TT_V) oriented TT split.
The phases determine whether or not to conduct the corre-
sponding split, based on ¢, e.g. e(ver) when T = TT_H. Since
the proposed method needs the prior RD costs in (1), all BT
split tests should be preceded. The proposed method does not

VOLUME 7, 2019



S.-H. Park, J.-W. Kang: Context-Based TT Decision Method in VVC for Fast Intra Coding

IEEE Access

TABLE 4. Posterior probability when encoding using VTM 4.0.

p(z=TT H|e(thor)=  p(x=TT V| e(ver)=

Sequence 0) (%) 0) (%)

QP 22 QP 37 QP22 QP 37
Cactus 0.948 0.954 0.968 0.953
BasketballDrive 0.956 0.949 0.991 0.980
BQTerrace 0.957 0.942 0.962 0.942
BasketballDrill 0.979 0.946 0.910 0.949
BQMall 0.933 0.934 0.913 0.921
RaceHorsesC 0.947 0.944 0.953 0.925
FourPeople 0.953 0.949 0.955 0.949
KristenAndSara 0.965 0.943 0.950 0.943
Average 0.955 0.945 0.950 0.945

Notes: hor means horizontal direction and ver means vertical direction for
BT or TT split; p(z=TT_H | ¢(hor) = 0) and p(z=TT_V | g(hor) = 0) =
posterior probability

Start CU
Encoding
Intra Prediction
>
]

Start TT
Encoding

cur

QT split
2 Jor

BT split with = hor TT split with 0 = hor
2Jsrn S
; H I
BT split with 6 =ver | / i
P >Jry g(ver)=0? Y
i} N
. TT split with 6 = ver
TT split P
ip >Jry

Determine Best CU or

Sub-CUs by RD costs J . End TT Encoding
- "_ _______________________________________________ !
End CU Encoding

FIGURE 4. Proposed method structure in CU encoding on top of VTM.
hor = horizontal and ver = vertical direction BT or TT split.

skip TT splits for the case that one BT split tests is restricted
or does not preceded.

Fig. 4 shows the proposed procedure on top of VIM 4.0.
Specifically, the maximum number of test cases for a CU
encoding. In general, the CU is first tested by the current
block encoding mode (i.e., no child nodes exist for the CU),
with J¢yr being the RD cost for the current block mode. If the
current CU can have child nodes by QT structure, then QT
split mode is tested and measured as Jgr. Unless QT split
is possible, Jqr is set to the maximum RD cost value. JpT_H
and JpT_v are measured similarly. The proposed method uses
these prior RD costs to decides whether a TT split is required.
Specifically, the proposed method skips TT_H when ¢(hor) =
0, and TT_V when an evidence ¢(ver) = 0. Pruning the TT
split not only reduces TT split encoding complexity, but also
reduces all available BT and TT split encoding complexities
(see Fig. 2). Thus, the proposed method can substantially
decrease both BT and TT encoding complexity by pruning
TT split processes.
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IV. EXPERIMENTAL RESULT
This section evaluates the proposed method performance
compared with VVC reference software (i.e., VIM version
4.0) [17]. We chose frames that did not overlap the training
samples, skipping the first 2 seconds frames in each sequence,
e.g. 100 frames were skipped for the Cactus sequence. Other
conditions are the same as CTC [18]. We evaluated both RD
performance using Bjontegaard Delta bitrate (BDBR) and
encoding complexity using measurement time [18] compared
with the reference method. The computer environment was
a PC with Windows 10 64-bit, Intel CPU at 3.6 GHz with
8 cores without Turbo Boost or hyperthreading technology.
We calculate BDBR for Y, U and V components, denoting
BDBR-YUYV, as
(6BDBR—Y +BDBR—U +BDBR—V)

BDBR—YUV = 3 )

)

where BDBR-Y, BDBR-U, and BDBR-V, are BDBR of Y,
U, and V components, respectively. The total encoding time
reduction, ETR, was measured as

Torg — Tmethod
TOI‘g
where Torg and Tiethod denote the original (reference) and

proposed method total encoding time, respectively.

We also tested the state-of-the-art (SOTA) MTT decision
method [16] for VVC. To ensure fair comparison, the SOTA
method was trained with the same sequence used in this
paper. The SOTA decision tree was implemented using the
python scikit-learn machine learning library, with maximum
depth = 5. Since our main focus was on the TT deci-
sion, two SOTA classifiers were implemented: for horizontal
and vertical TT splits. The SOTA encoding framework was
implemented on top of VIM 4.0. In comparison with VIM
2.0 that SOTA employed, VIM 4.0 has additional tools that
SOTA cannot directly access. Thus, SOTA classifiers were
not applied to VIM 4.0 tools, such as separate chroma trees.

Table 5 compares SOTA and proposed method outcomes.
SOTA case reduced average total encoding time by 6%,
with slight coding loss, exhibiting 0.75% increased BDBR-Y
component and 0.62% increased BDBR-YUV. On the other
hand, the proposed method reduced average total encoding
time by 33% with 0.93% and 1.02% increased BDBR-Y
and BDBR-YUYV, respectively. Thus, the proposed method
provided approximately 7 times faster encoding than SOTA
with slight coding loss.

Inspecting sequence-by-sequence results, SOTA was
sometimes slower than the reference, particularly for 4K
sequences Tango2, FoodMarket4, Campfire, CatRobotl, and
ParkRunning3. This performance degradation could be due
to not only false classifier prediction, but also inefficient
encoding framework. In particular, the changed encoding
order in SOTA may interrupt fast encoding options activated
in the recent VTMs (e.g., VIM 4.0), increasing total encoding
complexity. Moreover, Sobel operators and variance compu-
tation per CU that SOTA employed for classification may

ETR = , 3)
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TABLE 5. SOTA [16] and proposed method performance.

Class Sequence FPS SOTA [16] Proposed

BDBR- BDBR- BDBR- BDBR- ETR  BDBR- BDBR- BDBR- BDBR-  ETR
Y U \ YUV Y U \ YUV

Class Al Tango2 60 034% -1.48% -138%  0.18%  23%  0.58% 046% 051%  058%  29%
(3840%1260)  poodMarkets 60  039% -0.16% -028%  032% 9%  0.63%  053%  0.50% 0.64% 33%
Campfire 30 044%  0.07% -0.28%  0.34% 5% 072% 1.14%  1.07%  0.80%  33%
ClassAl  CatRobotl 60 0.67% -024% -0.44%  0.53% 9%  1.19%  2.03% 1.61% 128%  32%
(3840x1260)  paylightRoad2 60 0.89%  0.27% -0.18%  0.84% 3% 1.16%  234%  1.69% 1.26% 31%
ParkRunning3 50 030%  0.13%  0.15%  023% 6% 057% 081% 080%  0.69%  35%
ClassB  MarketPlace 60 039% -020%  0.06%  0.32% 4%  054%  1.04%  1.02%  0.59%  34%
(1920x1080)  RiyalDance 60 0.64% -0.64% -0.81%  0.49% 0% 092% 143%  1.50%  099%  34%
Cactus 50 0.74%  0.17% -025%  0.65% 8%  1.00%  143%  1.89% 1.08%  34%
BasketballDrive 50 0.88% -0.54% -0.70%  0.74% 5%  L16% 193%  1.72% 124%  33%
BQTerrace 60  0.87% 032%  0.59%  0.89% 12%  0.89%  2.05%  2.97% 1.00%  31%
ClassC  BasketballDrill 30 137% -0.54% -0.62%  1.10% 15%  1.55%  2.19%  2.71% 1.67%  34%
(832x480)  BQMall 60  L11% -0.61% -074%  091% 15%  1.29%  2.33%  2.53% 1.42% 35%
PartyScene 50 070% 0.01% -0.12%  0.63% 25%  0.66%  1.50% 1.90%  0.76%  36%
RaceHorsesC 50 0.64% -0.08% -0.50%  0.52% 12%  076% 1.11%  1.62%  0.82%  36%
ClassD  BasketballPass 30 1.05% -097% -0.63%  0.82% 14%  1.05%  2.18%  2.23% 123%  35%
(416x240)  BQSquare 60 076% -021% -0.75%  0.68% 2%  0.54%  1.84%  2.00%  0.61%  34%
BlowingBubbles 50  0.73% -0.38% -0.80%  0.59% 2%  0.65% 134% 1.73%  074%  35%
RaceHorses 30 073% -0.72% -097%  0.52% 12%  0.80% 1.67% 227%  095%  36%
ClassE  FourPeople 60 1.00% -0.03% -0.31%  0.89% 9%  134%  1.52%  1.86% 138%  35%
(1280%720)  johnny 60  1.00% -0.62% -0.60%  0.84% 3%  137%  187%  2.18% 1.44% 33%
KristenAndSara 60 0.89% -0.67% -0.96%  0.69% 0%  1.14%  139%  1.75% 1.19%  33%
Average Class Al 039% 0.52% -0.65%  028%  -10% 0.64% 0.71% 0.69%  0.67%  32%
Class A2 0.62%  0.05% -0.16%  0.53% 3% 097% 1.73%  137% 1.07%  33%
Class B 0.70% -0.18% -0.22%  0.62% 6%  090% 1.58% 1.82%  098%  33%
Class C 095% -031% -0.50%  0.79% 17%  1.06% 1.78%  2.19% 117%  35%
Class D 0.82% -0.57% -0.79%  0.65% 18%  076% 1.76%  206%  088%  35%
Class E 096% -044% -0.62%  0.81% 2%  129%  1.59%  1.93% 134%  34%
Overall 0.75% -0.33% -0.48%  0.62% 6% 093% 155% 1.73%  1.02%  34%

Notes: FPS denotes frame per second.

burden the encoder. In contrast, the proposed method reduced
complexity reduction for all sequences by 29-36%, hence
the proposed method would be extremely suitable for video
sequences requiring fast encoding. In terms of compression
performance, maximum BDBR-Y loss occurred for the Bas-
ketballDrill sequence for both SOTA and proposed methods,
returning similar BDBR-Y loss for both methods (1.37% and
1.55% increase, respectively.

We compared the proposed method performance for dif-
ferent ETR and coding loss operating points by applying
the method only when MTT depth (Dyrr) for the current
CU was larger than the threshold, where Dy7r = 0 to
3 represents the BT and/or TT depth. Table 6 compares
the different thresholds, providing details to allow trade-off
between computational complexity and RD performance.

The results show the proposed method outperforms the
SOTA for both coding efficiency and ETR (0.46% and 20%
respectively for “Proposed-Dyrr > 07)., which implies the
proposed method provides better trade-offs. Coding loss was
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dramatically reduced for “Proposed-Dytr > 17 (0.19%
BDBR-Y loss and 8% ETR). The proposed method could be
easily configured to achieve different ETR and coding loss by
restricting the range.

We evaluated proposed method performance for other
fast coding methods applied to QT and BT compared
with SOTA for the same conditions, to evaluate whether
the proposed method still works appropriately under the
condition. We set a new anchor: QTDR + SOTAgT, com-
bining quad-tree depth restriction (QTDR), QT depth > 1,
and a fast BT encoding SOTA technique (SOTAgpT). By
including both fast algorithms for QT and BT, the new
anchor should have much lower complexity while substan-
tially degrading coding efficiency compared with the origi-
nal anchor. Accordingly, we made two implementations on
top of the new anchor (QTDR + SOTApT+ SOTATT and
QTDR + SOTApT+ Proposed method), applying differ-
ent fast TT decision methods: SOTATT and the proposed
method.
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FIGURE 5. Hit ratio for the proposed method on the anchor. Ratio for QP=22 is drawn above bar and for QP=37 is in

bar.

TABLE 6. SOTA [16] and proposed method performance with depth restriction.

Sequence SOTA [16] Proposed-No-Limit Proposed-Dyrr > 0 Proposed-Dyrr > 1
BDBR-Y ETR BDBR-Y ETR BDBR-Y ETR BDBR-Y ETR
Tango2 0.34% -23% 0.58% 29% 0.30% 18% 0.11% 8%
FoodMarket4 0.39% -9% 0.63% 33% 0.37% 21% 0.15% 11%
Campfire 0.44% -5% 0.72% 33% 0.37% 20% 0.15% 9%
CatRobot1 0.67% -9% 1.19% 32% 0.63% 20% 0.30% 9%
DaylightRoad2 0.89% 3% 1.16% 31% 0.59% 19% 0.23% 8%
ParkRunning3 0.30% -6% 0.57% 35% 0.34% 23% 0.14% 11%
MarketPlace 0.39% 4% 0.54% 34% 0.33% 21% 0.14% 9%
RitualDance 0.64% 0% 0.92% 34% 0.48% 20% 0.20% 10%
Cactus 0.74% 8% 1.00% 34% 0.50% 20% 0.21% 8%
BasketballDrive 0.88% 5% 1.16% 33% 0.58% 19% 0.19% 8%
BQTerrace 0.87% 12% 0.89% 31% 0.45% 19% 0.19% 7%
BasketballDrill 1.37% 15% 1.55% 34% 0.80% 21% 0.36% 9%
BQMall 1.11% 15% 1.29% 35% 0.56% 20% 0.20% 8%
PartyScene 0.70% 25% 0.66% 36% 0.28% 20% 0.10% 8%
RaceHorses 0.64% 12% 0.76% 36% 0.38% 21% 0.18% 9%
BasketballPass 1.05% 14% 1.05% 35% 0.46% 20% 0.20% 8%
BQSquare 0.76% 22% 0.54% 34% 0.22% 18% 0.06% 6%
BlowingBubbles 0.73% 22% 0.65% 35% 0.28% 21% 0.08% 7%
RaceHorses 0.73% 12% 0.80% 36% 0.34% 20% 0.12% 8%
FourPeople 1.00% 9% 1.34% 35% 0.66% 19% 0.29% 8%
Johnny 1.00% -3% 1.37% 33% 0.69% 19% 0.28% 8%
KristenAndSara 0.89% 0% 1.14% 33% 0.57% 19% 0.24% 8%
Overall 0.75% 6% 0.93% 34% 0.46% 20% 0.19% 8%

Notes: Dyrr = MTT depth (0 to 3); Proposed no-limit = proposed method was applied without any restriction; Proposed-Dyrr > 0 = proposed

method was only applied when MTT depth > 0; Proposed-Dyrr > 0 = proposed method was only applied when MTT depth > 1.

Table 7 shows that SOTA and the proposed methods on top
of QTDR + SOTAgT provided significant ETR (37%) com-
pared with the new anchor. However, coding efficiency for
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the two methods differed substantially, providing 2.77% and
1.84% BDBR-Y loss, respectively, i.e., approximately 1%

BDBR difference. Thus, the proposed method significantly

172603



IEEE Access

S.-H. Park, J.-W. Kang: Context-Based TT Decision Method in VVC for Fast Intra Coding

TABLE 7. SOTA [16] and proposed method performance for fast encoding
condition.

QTDR + SOTAgT + QTDR + SOTAgT +
Sequence SOTAr Proposed

BDBR-Y ETR BDBR-Y ETR
Tango2 2.75% 47% 1.55% 34%
FoodMarket4 2.41% 42% 1.39% 37%
Campfire 2.00% 33% 1.25% 36%
CatRobotl 3.42% 37% 2.20% 37%
DaylightRoad2 2.58% 36% 1.54% 37%
ParkRunning3 1.42% 26% 1.22% 38%
MarketPlace 1.46% 38% 0.96% 38%
RitualDance 2.72% 42% 1.67% 36%
Cactus 2.83% 35% 1.85% 38%
BasketballDrive 2.94% 37% 1.86% 36%
BQTerrace 2.61% 38% 1.36% 41%
BasketballDrill 3.95% 35% 2.88% 40%
BQMall 3.64% 38% 2.29% 38%
PartyScene 2.18% 37% 1.48% 40%
RaceHorses 2.49% 36% 1.81% 39%
BasketballPass 2.07% 29% 2.03% 36%
BQSquare 2.18% 38% 1.33% 38%
BlowingBubbles 2.15% 32% 1.67% 40%
RaceHorses 2.46% 33% 2.08% 40%
FourPeople 3.98% 39% 2.35% 36%
Johnny 4.46% 41% 3.19% 35%
KristenAndSara 4.32% 38% 2.39% 34%
Overall 2.77% 37% 1.84% 37%

Notes: QTDR denotes QT depth restriction; SOTAgr and SOTArr denote
fast BT and TT decision methods for SOTA, respectively; anchor is QTDR
+ SOTAgr on top of VIM 4.0.

outperformed the SOTA method, providing significant com-
putational complexity reduction in cooperation with other fast
encoding schemes in QT and BT.

Fig. 5 compares proposed method accuracy in view
of hit ratio, i.e., the ratio of how many times the pro-
posed method hits the redundancy of TT splits in terms
of RD cost on top of the anchor. We evaluated the best
and the worst coding efficiency cases for each resolution
in Table 5. Hit ratio ranged between 96% to 89%, hence
the proposed method hit TT split redundancy with high
accuracy.

An additional experiment was conducted to investigate
how much the proposed method influenced MTT structure
encoding complexity. As discussed in Section III, final para-
graph, pruning TT split can also reduce BT encoding com-
plexity, because a CU in TT structure can be further split
by TT structure as well as BT structure according to the
original encoding order in VTM 4.0. Therefore, we measured
running time consumed by BT and TT during encoding for
the anchor and proposed method, as shown in Table 8. Since
the proposed method focused on reducing TT encoding com-
plexity, TRt provided substantial average reduction (62%).
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TABLE 8. BT and TT Encoding time reduction of the proposed method
compared to the anchor.

Sequence TRBT TRrr

Class B MarketPlace 18% 64%
RitualDance 18% 66%

Cactus 20% 63%

BasketballDrive 18% 63%

BQTerrace 20% 60%

Class C BasketballDrill 23% 62%
BQMall 22% 62%

PartyScene 25% 61%

RaceHorsesC 23% 63%

Class D BasketballPass 23% 60%
BQSquare 24% 57%

BlowingBubbles 25% 60%

RaceHorses 24% 60%

Class E FourPeople 20% 64%
Johnny 19% 62%

KristenAndSara 19% 63%

Average Class B 19% 63%
Class C 23% 62%

Class D 24% 59%

Class E 20% 63%

Overall 21% 62%

Notes: TRpr and TRy = time reduction for BT and TT compared with the
anchor, respectively.

TRt maximum reduction occurred for RitualDance (66%).
TRpT, PartyScene, and BlowingBubbles sequences exhibited
largest time reduction for the proposed method (25%). The
proposed method also effectively decreasing BT encoding
complexity.

V. CONCLUSION

This paper considered MTT structure complexity in VVC,
particularly TT structure, which has higher complexity than
BT. We also proposed a method to efficiently skip TT, exploit-
ing RD costs from the previously encoded CU data based on
probabilistic approach. Experimental results confirmed that
the proposed method significantly reduced VIM 4.0 encod-
ing time while sustaining reasonable coding efficiency. The
proposed TT pruning method also decreased BT encoding
complexity. Our method shows better or comparable per-
formance in comparison with the SOTA while ours utilizes
a lightweight feature. Moreover, concerning HM encoding
time, we believe that a 34% VTM encoding time reduction
is significant because VTM 4.0 has much higher complexity
than HM according to the report [2].

A CU encoding process would be a bottleneck in parallel
processing due to the nested tree structure as discussed above.
Algorithmic optimization, such as the proposed approach,
could be exploited to solve the bottleneck. Thus, the current
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study provides a useful base to develop low complexity VVC
encoders.
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