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ABSTRACT A real-time computer-generated integral imaging (CGII) display rendering method based on
depth-image-based multiple reference viewpoints (MDIBR) is presented, and good three-dimensional (3D)
image quality with the high frame rate can be achieved. The traditional rasterization pipeline and 3D image
warping are used to accelerate CGII, and the proposed method is suitable for dynamic and complex 3D
content generation for the 3D display. Qualitative and quantitative experiments are carried out to evaluate
the feasibility of the proposed method. Experimental results show that the MDIBR method can achieve real-
time integral imaging display with 80 x 80 viewpoints based on large-scale 3D data with a million points.

INDEX TERMS 3D display, integral imaging, real-time rendering, computer generated integral imaging.

I. INTRODUCTION

Recently, 3D displays have attracted considerable atten-
tion [1]. The autostereoscopic technique based on integral
imaging can display full-color 3D images with effectively
continuous horizontal and vertical motion parallax [2]-[5].
Currently, the CGII is prominent and widely used for the
integral imaging display system, and the elemental image
array (EIA) can be achieved with a virtual lens array whose
parameters are determined by the real lens array of the inte-
gral imaging display.

Several efficient CGII methods have been presented,
such as point retracing rendering (PRR) [6], [7], multi-
ple viewpoint rendering (MVR) [8], [9], parallel group
rendering (PGR) [10], [11], viewpoint vector render-
ing (VVR) [12]-[14], image space parallel process-
ing (ISPC) [15], [16], multiple ray cluster rendering
(MRCR) [17], multiple orthographic frustum combing
(MOEFC) [18], and backward ray-tracing (BRT) [19], [20].
PRR is the simplest elementary image-mapping algorithm,
but the heavy calculation required is time-consuming, which
makes it unsuitable for real-time processing. For MVR, each
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elemental image is sequentially generated by rendering the
perspective image with the corresponding virtual lens, and
the computational time increases linearly with the number
of the lens. PGR is a more efficient algorithm and the EIA is
obtained from the directional scenes, with the small rendering
number of scenes passing to the number of displayed pixels
in one elemental image. VVR can be suitable for all display
modes but it is time-consuming, and heavier computation is
required with an increasing number of viewpoints. A real-
time user-interactive integral imaging 3D display system can
be realized for 3D volume data based on ISPC. Both MRCR
and MOFC require duplication of 3D content, and they are
limited to small 3D scenes and EIAs. A high-quality integral
image can be created with BRT, but it is not suitable for
dynamic scenes.

Image-based modeling and rendering techniques are a
powerful alternative method to traditional geometry-based
techniques for image synthesis [21], [22]. Instead of geomet-
ric primitives, a collection of sample images are used to ren-
der novel views. The depth-image-based rendering (DIBR)
technique is widely used to synthesize virtual views in many
applications including multi-view and free-viewpoint video
systems [23]. Traditional DIBR can quickly generate multi-
view images, but its inherent problem is that holes appear
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FIGURE 1. The process of (a) the traditional method MVR and (b) our
method MDIBR.

in the synthesized view [24], [25]. Therefore, various hole-
filling algorithms have been proposed [26], [28]. For real-
time rendering of the virtual scene, the depth map is accurate
and easy to obtain, which can make better use of image-based
rendering.

Here, the efficient CGII method of MDIBR is presented,
and an interactive integral imaging display system is realized
with multiple 3D data. A GPU is used to generate dense-
view images in parallel. Compared with the traditional DIBR
method, the generated virtual viewpoint image has fewer
holes, and the occlusion relations among the virtual objects
are more accurate. In the experiment, up-left, down-left, up-
right and down-right viewpoints are used as reference view-
points. A 3D scene with millions of vertices can be processed
and displayed at 25 frames per second with 3840 x 2160
resolution.

Il. MDIBR METHOD

In CGII, the multi-viewpoint image generation is an impor-
tant factor for the calculation speed. In traditional methods
such as MVR, the image of different viewpoints is generated
with cameras in different positions. The disadvantage of the
MVR method is that the computation time is proportional to
the number of viewpoints. As shown in Figure 1(a), when
the number of viewpoints is Hx W, the total number of iter-
ations is HxW, and the time is HxW times greater than
that of a single viewpoint. In our method MDIBR as shown
in Figure 1(b), the up-left, down-left, up-right and down-
right viewpoints are used as reference viewpoints, which
are generated based on the rasterization pipeline, and other
viewpoints are generated with the 3D image warping process.
The 3D image warping is a GPU-based image processing
technique, and its calculation is independent of the number
of viewpoints. Therefore, MDIBR is efficient for integral
imaging with a large number of viewpoints.

The basic steps of the MDIBR procedure are illustrated
in Figure 2. Firstly, 3D models in the virtual scene along
with positions and orientations of the virtual camera are set.
With the traditional rasterization rendering process, the depth
and 2D images for the reference are obtained. Then, images
of intermediate viewpoints can be interpolated through 3D
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FIGURE 3. Generation of depth and 2D images: (a) the cameras in the
virtual world; (b) the 2D and depth image by rasterization.

warping with 2D and depth images. Finally, the textures of
intermediate virtual viewpoints are used to synthesize the
EIA. Here, the generation of dense-view images is focused.

A. DEPTH AND 2D IMAGES OF THE REFERENCE
VIEWPOINT

In the common rasterization rendering technology, the
obtained 3D information in the virtual scene can be converted
into a 2D image and a depth image with the virtual pinhole
camera model. As shown in Figure 3(a), two cameras are
set in the horizontal direction according to the viewpoints
in the real world. After rasterization rendering, 2D images
and depth images of two viewpoint positions are obtained,
as shown in Figure 3(b). The projection matrix P of the virtual
camera needs to be shear transformed, and its shear matrix
M gpear is shown in (1) [29]. 7, and ¢, are the distances between
the point of view and the center on the zero-parallax-plane
in the x and y directions respectively, and zg is the z-axial
distance between the zero-parallax-plane and the point of
view. Mprojection With the shear transform is given by the (2),
which can cause an off-axis perspective [30]. P is a traditional
perspective projection matrix. Here,z,,;, is the nearest clip
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FIGURE 4. Synthesis process of new viewpoint images by 3D image
warping.

plane distance and zj,, is the farthest clip plane distance.
width and height represent the width and height of near the
clip plane respectively. Different from the DIBR method,
depth images and 2D images of multiple viewpoints are
collected as references to synthesize new viewpoints for the
proposed method.
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B. INTERPOLATING VIRTUAL VIEWPOINT
Concatenation of re-projection (2D-to-3D) and the subse-
quent projection (3D-to-2D) are usually called 3D image
warping, which is a common method to generate virtual
viewpoints [23]. The 3D warping method is improved in two
parts. On the one hand, the number of reference viewpoints is
increased to obtain more 3D spatial information. On the other
hand, the previous frame is used to fill the hole in the desti-
nation viewpoint. The algorithm requires multiple reference
viewpoints with multiple times of 3D warping. As shown
in Figure 4, the new viewpoint images Pr, and PR including
visible holes are warped from the reference images Vi and
VR. Multiple reference images can be composited to produce
a more complete image that can meet the expectations. The
pixel with the minimum depth from Pr. and Py is selected to
fill the pixel in the destination viewpoint. The complete image
in the new viewpoint V) is composited by P, and Pg.

To guarantee the efficiency and quality of the 3D image,
the hole filling method is proposed as shown in Figure 5.
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FIGURE 6. 3D image warping. (a) Correspondence between pixels of a
reference image and destination image. (b) Disparity in the screen
coordinate system.

When hole appears, the depth image of the previous frame
can be used to backward warping, and the color value of the
target pixel can be found in the reference viewpoint Vi, or Vg
to fill in the hole position of the hole desired viewpoint. If the
target pixel of the same index in the previous frame is also in
hole, the average value of the pixels around the target pixel in
the previous frame is used to be the depth value of the target
viewpoint. In addition, the pixels with maximum depth are
filled by the background color.

Conceptually, the new view generation can be interpreted
as the following two steps. At first, original image points
are re-projected into the 3D world based on the respective
depth data. Then, these 3D space points are projected into the
image plane of a “virtual” camera, which is located at the
required viewing position. As shown in Figure 6(a), pixels in
the destination image are corresponded one by one, and the
basic mapping rule conforms to the following (3),

20—z d

D) (3)

Z t

where z represents the normalized depth value, and d denotes
the disparity between the destination image and its image in
the world coordinate system. Finally, the pixel disparity in the
screen world D can be expressed as follows,

D = floor <L;1ZO tan Q) , 4)

2

where the floor represents a truncation function that maps a
real number to the largest previous integer, 6 is the horizontal
field of view of the virtual camera and L denotes the horizon-
tal resolution of the reference image. The pixel position in the
desired image can be calculated by the index in the reference
image and the pixel position offset D, as shown in Figure 6(b).
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FIGURE 7. (a) Reference images sampled with camera array; (b) 3D
warping in full parallax.

The EIA for integral imaging light field display is with
parallax in both directions, and 3D warping should be per-
formed in both the horizontal and vertical directions. The
2D and depth images of 4 viewpoints are used as references.
Locations of the cameras are shown in Figure 7(a) where four
virtual cameras are used.

As shown in Figure 7(b), generation of the new viewpoint
images contains two 3D warping processes. Here, up-left
viewpoint V,;, down-left viewpoint Vg, up-right viewpoint
V. and down-right viewpoint V- are used as reference view-
points. Firstly, the image of up viewpoint V,, is warped from
viewpoint V,; and V,,,, and the image of down viewpoint V;
is warped from viewpoint V and V.. Secondly, the image
of the target viewpoint V is warped from V,, and V.

The two 3D warping processes are performed indepen-
dently. To be suitable for the light field display, the resulting
picture needs to be shear transformed, which is different
from the traditional 3D warping method. The effect of the
conventional 3D warping method is to match the effect of
the parallel camera. The 3D warping effect in this paper is to
match the effect of the off-axis camera. We can also perform
vertical warping first and then horizontal warping. When this
step is completed, a multi-viewpoint image can be obtained
as shown in Figure 8.

C. PIXEL ENCODING FOR EIA

For the proposed algorithm, after the 3D image warping
step, the EIA is generated by interleaving the multi-viewpoint
image in a pixel mapping process, as shown in Figure 8. Here,
the common pixel mapping scheme is used [18]. The pixel in

170548

| lmn) I'tij)

K
@t I’ @K

~

o &

e & & @
b R\

e e R B R

g &

0§
£

o0 & o
ﬁz L%

o0 0 0 o
o

(AL

Multi-viewpoint image EIA

FIGURE 8. Schematic of the pixel mapping process in the MDIBR method.
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the mth column and the nth row of the multi-viewpoint image
is denoted as I(m, n), and the pixel /(m, n) is mapped to the
ith column and the jth row pixel in the EIA, which is denoted
as I'(i, j). Thus, we can obtain the equation as

I'Gi, j) = I(m, n). &)

The relationship between i, j, m, and n can be obtained:
) Ly p
i=|modim, —)+ 1| xr —floor(mx —)—1, (6)
p Ly

. [ L } p
j=|modn, —)+ 1| xr—floornx —)—1, (7)
P L,
where the function mod denotes the modulo operator. With
the above rendering parameters, a multi-view image is gener-
ated with the image resolution of floor(Ly/p4) in the horizon-
tal direction and floor(L,/pg) in the vertical direction. py is
a pitch of the display panel. L and L, respectively stand for
the length of the whole lens array in horizontal and vertical
directions.

D. RAPID CALCULATION ON GPU

Parallelization is important to achieve real-time generation.
The MDIBR algorithm with high parallelism is well suited
for accelerating calculations with GPUs. The number of
threads used in GPU is related to the number of viewpoints
and the resolution of a single viewpoint. For example, if N
virtual viewpoints with W xH resolution are to be generated,
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FIGURE 10. The photograph of integral imaging display system.

TABLE 1. Related parameters of integrated imaging display system.

Parameter Value
Resolution 3840%2160
Number of views 80x80
Field of view 40°
Viewing distance 2m
5
7 & A
% £ *'
Bunny Dragon Happy

FIGURE 11. The images generated by center camera and EIA.

NxWxH threads are required in GPU. To avoid memory
conflict, we use atomic operation and thread synchronization
in GPU calculation. The illustration of our GPU-accelerated
pipeline is shown in Figure 9. The green blocks represent
rasterization, which is already introduced in 2.1. Reference
images are parallel computed with the traditional rasteri-
zation rendering pipeline. Orange blocks represent the 3D
image warping process introduced in 2.2, and the blue ones
represent the image synthesis process introduced in 2.3.
Finally, the EIA is generated in the display system.

Ill. EXPERIMENTAL RESULTS

A. EXPERIMENTAL CONFIGURATION

Here, a dense-viewpoint integral imaging display shown
in Figure 10 is used, and its numerical parameters
in the experiment are summarized in Table 1. In the
experiments, a computer with a CPU Intel(R) Core(TM)
i7-4790K @3.60GHz and NVIDIA GeForce GTX970 graphic
card plays a significant role in the generation process. The
algorithm is implemented with the help of OpenGL and
GLSL shading languages.
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FIGURE 12. Different perspectives of the reconstructed 3D scene on light
field display.

TABLE 2. The frame rate.

Model Vertices Triangles Speed(FPS)
Bunny 135067 69451 33
Dragon 1387319 871306 30
Happy 1855994 1087474 25

B. PERFORMANCE EVALUATION

Several different virtual 3D objects are generated for test-
ing the performance of the proposed method as shown
in Figure 11. The patch and vertex parameters of the 3D
objects are illustrated in Table 2. The real-time generation
frame rate of the EIAs is above 25 fps. Figure 12 shows the
display effect of the 3D mesh model “Bunny” in different
directions on the integral imaging display system.

To show the real-time rendering ability of the algorithm,
an animated cat mesh model is used to test the real-time
rendering performance, as shown in Visualizationl. There are
4022 and 7298 triangle faces for the cat model. The recon-
structed image on the integrated imaging field is consistent
with the original image, and the average frame rate is 45fps.
The average time of rendering a frame is about 22ms, and it
takes 18ms for 3D warping with hole fulling.

The proposed MDIBR method is compared with the pre-
vious real-time CGII method. The MDIBR method and the
MVR method are compared with different numbers of the
EIA. The frame rates of the two methods for mesh models
of three different sizes are respectively presented in Fig-
ures 13(a) and 13(b). MDIBR is more efficient than MVR,
especially in the case of a larger number of viewpoints. The
performance of MDIBR is tested with vertex numbers and
resolutions in dynamic and static scenes, and compared with
the BRT method. Figs. 13(c) and 13(d) indicate that MDIBR
is more efficient than BRT, especially in dynamic scenes.

C. IMAGE QUALITY EVALUATION
The structural similarity (SSIM) index is a method for
predicting the perceived quality of digital television and
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cinematic pictures, as well as other kinds of digital images
and videos [30]. SSIM is used for measuring the similarity
between two images. The SSIM index is a full reference
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FIGURE 14. The new viewpoint image calculated based on (a) 4 corners
reference viewpoints, and (b) single reference viewpoint.

SSIM Index
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FIGURE 15. The SSIM values at different viewpoints.

metric; in other words, the measurement or prediction of
the image quality is based on an initial uncompressed or
distortion-free image as reference. The SSIM index is based
on the computation of three terms, luminance term, con-
trast term and structural term, and ratio is 1:1:1. Calculation
results of MDIBR and DIBR methods are compared as shown
in Figure 14. The position of the destination viewpoint is at
left 15° and down 15° to the center viewpoint. The image
generated with the MDIBR method based on reference view-
points with 4 corners is shown in Figure 14(a), the image
generated with the MDIBR method without hole fulling is
shown in Figure 14(b), and the image generated with the
traditional DIBR method based on the single reference view-
point is shown in Figure 14(c). Compared with the traditional
DIBR method, the generated image with the MDIBR method
has fewer holes and higher SSIM values. Some of the holes
appearing in the destination viewpoint based on one reference
viewpoint can be complemented by the corresponding non-
hole region in the other reference viewpoint. The hole fulling
further improves image quality.

The SSIM index is a method to predict the perceived
quality of pictures. All SSIM values are compared for 80 x 80
viewpoint images, and the resolution of these images is
480x270. As shown in Figure 15, the blue grid represents
the MDIBR, the red grid represents the MDIBR without hole
fulling and the green grid represents the single viewpoint
DIBR. We can see that the calculation results of MDIBR show
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higher SSIM values, which means that the result based on
MDIBR is more accurate.

IV. CONCLUSION

In summary, a real-time CGII display method based on
MDIBR is presented. With the GPU acceleration, the com-
putation time is greatly reduced, which makes it possible to
realize real-time 3D elemental array generation with higher
resolution. In the experiment, an interactive integral imaging
display system based on the MDIBR method with an EIA res-
olution of 38402160 is demonstrated. The number of view-
points in the optical experimental system reaches 80x 80 and
the frame rate rises above 25 fps. With the demonstrated
method, the integrated imaging display system can realize an
interactive real-time true 3D display.
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