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ABSTRACT The edge detection method is significant in the interpretation of magnetic data, and can
effectively identify the edge of the magnetic source. In this paper, a new edge detection method of
magnetic sources is proposed under the oblique magnetization condition. First, the data of the magnetic
field component is transformed into the total magnitude anomaly and its direction cosinesaccording to the
inter-relationship between different magnetic field components. To eliminate noise, we use the K-Singular
Value Decomposition denoising method based on the mean signal improvement to reconstruct the magnetic
signal. Then, the three components of the magnetic field data is converted into the data of three components
from the same magnetic source under the vertical magnetization condition by using the calculated magne-
tization direction of the magnetic source. Finally, the edge of the magnetic source is calculated through the
ratio of the magnetic gradient tensor invariant to the Bzz component data under the vertical magnetization
condition. This method is verified by simulation and experiment. The simulation and experimental results
obtained show that this method considerably reduces the effects of the oblique magnetization. Besides,
the method in this paper has high noise immunity.

INDEX TERMS Edge, K-singular value decomposition, magnetic gradient tensor invariant, oblique mag-
netization.

I. INTRODUCTION
In recent years, magnetic data interpretation based on mag-
netic gradient tensor plays an increasingly important role
in military (unexploded ordnance detection), environment
and resource exploration. Edge recognition is an important
process for interpreting magnetic data, can make the physical
edges of the magnetic sources be visualized. There are many
methods to identify the edges of magnetic sources, such as
Total horizontal derivative (THD), tilt angle, total horizontal
derivative of the tilt angle, the theta map method [1]–[4].

However, in magnetic prospecting, the calculated edges
by using the magnetic data of the oblique magnetization
directionwould cause the calculation result to be deviate from
the edge of the actual magnetic source. References [5]–[7]
show that the calculated edge is inconsistent with the actual
edge under the oblique magnetization condition, especially
when the inclination is equal to 45◦. However, when the
inclination is close to 0◦ or 90◦, the identified edges are accu-
rate. To deal with the influence of the oblique magnetization
on the edge detection, researchers calculate the edge of the
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magnetic source mainly by two methods. The first method is
to obtain magnetic measurement data or conversion data that
is insensitive to the magnetization direction, and the data is
calculated by using the edge calculation formula. The other
method is that the magnetic measurement data is reduced to
the pole; then, the calculated data is brought into the edge
calculation formula. For the first method, researchers have
proposed a series of calculation methods. Nabighian pro-
posed the concept of two-dimensional analytical signal [8].
Roest et al. and Qin used the three-dimensional analytical
signal of the magnetic anomaly to detect the edge of the geo-
logical body [9], [10]. The amplitude of the two-dimensional
analytical signal is not affected by the magnetization direc-
tion. Meanwhile, the magnetization direction has little effect
on the three-dimensional analytical signal, which is employed
to the edge detection of the magnetic anomaly [11], [12].
Beiki et al. calculated the source location by using the nor-
malized source strength [13], which is a rotational invariant
derived from the eigenvalues of the magnetic gradient tensor
matrix. Yin et al. defined the tilt angle using the normalized
source strength to detect horizontal locations of magnetic
sources [14]. However, the disadvantages of above methods
are that the horizontal resolution of the edge detection result is
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poor and the calculation result is greatly affected by the buried
depth. For the second method, the magnetic data with high
resolution could be used to perform the edge detection calcu-
lation without being constrained by the type of the calcula-
tion data. Nonetheless, the magnetic measurement data being
reduced to the pole is needed in this method [5]–[7]. What’s
more, the descriptions of the specific calculation process in
relevant reports were not detailed. In fact, the actual mag-
netization direction of the magnetic source must be known
before the magnetic measurement data is reduced to the pole.
Therefore, it is meaningful to estimate the actual magnetiza-
tion direction of themagnetic source. In addition, noise is also
an important factor in destroying the edge of the magnetic
source.

In the present work, we have proposed a new edge detec-
tion method of magnetic sources under the oblique magneti-
zation condition. We use the improved sparse representation
method to reconstruct the magnetic signal in order to elimi-
nate noise. And a correlation coefficient analysis is carried
out to calculate the actual magnetization direction of the
magnetic anomaly and we convert the three components of
themagnetic field data into the data of three components from
the same magnetic source under the vertical magnetization
condition.We transform the data of magnetic field three com-
ponents into magnetic gradient tensor. The edge of magnetic
source is calculated by calculating the ratio of the magnetic
gradient tensor invariant and the Bzz component data under
the vertical magnetization condition.

The main plans of this paper are as follows. The prepro-
cessed process of the magnetic gradient tensor and the edge
detection method are described in the section 2. The calcula-
tion results of the simulation and experiment are described in
the section 3. In the section 4, the conclusions of this paper
are explained.

II. METHOD
A. MAGNETIC GRADIENT TENSOR
The positive direction of the x-axis is set to the north; the
positive direction of the y-axis is set to the east; and the
z-axis is set to the vertically down direction. The data of
the magnetic gradient tensor is the spatial derivative of the
magnetic field vector B = [Bx ,By,Bz]T in three orthogonal
directions along three coordinate axes. Therefore, the data of
the magnetic gradient tensor at the observation point (x, y, z)
can be expressed as:

0 =

 ∂/∂x∂
/
∂y

∂
/
∂z

[Bx By Bz
]
=

Bxx Bxy Bxz
Byx Byy Byz
Bzx Bzy Bzz


(1)

where 0 represents the magnetic gradient tensor matrix, Bij
(i, j = x, y, z) represents the different magnetic gradient
tensor component. And the magnetic gradient tensor matrix
0 is a symmetric matrix with five independent components
Bxx , Bxy, Bxz, Byy, Byz. Therefore, all the components in the

FIGURE 1. The planar cross-type magnetic gradient tensor detection
system.

magnetic gradient tensormatrix0 can be represented by these
five independent components.

The eigenvalues of the magnetic gradient tensor matrix 0
are λ1, λ2, λ3, where λ2 ≤ λ1, λ2 ≥ λ3. The normalized
source strength (NSS) is defined as [15], [23]

NSS =
(
−λ22 − λ1λ3

)1/2 (2)

The NSS data is not affected by the magnetization direc-
tion in 2D case. Meanwhile, the magnetization direction
has little effect on the NSS data in 3D case. It has a more
effective judgment of the horizontal distribution position of
the magnetic source. We can use the main positive value of
the NSS data to determine the number of magnetic sources
and divide into subareas that contain isolated magnetic
source.

In the process of the actual measurement of the data of
the magnetic gradient tensor, the test is carried out by using
a planar cross-type magnetic gradient tensor detection sys-
tem, which comprises four tri-axial fluxgate magnetometers
placed on the measuring bracket, as shown in Fig. 1. The
baseline distance between the two magnetometers is 2d, and
the data of the magnetic gradient tensor obtained by the
system can be expressed as:

0

=


(B1x−B3x)

/
2d

(
B1y−B3y

)/
2d (B1z−B3z)

/
2d(

B2y−B4y
)/

2d (B2z−B4z)
/
2d

−[(B1x−B3x)
/
2d

+
(
B2y−B4y

)/
2d]


(3)

where Bsv, s = 1, 2, 3, v = x, y, z is the magnetic field com-
ponent in the vth directionmeasured by the sthmagnetometer.
The structural errors of the planar cross-type magnetic

gradient tensor detection system is expressed as [16] (4),
as shown at the bottom of the next page where 10 is the
structural errors of the planar cross-type magnetic gradient
tensor detection system.

Through the error analysis of the magnetic gradient tensor
system, it is known that the error between the actual measured
value and the theoretical measured value is very small, which
could be neglected.
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B. PREPROCESSED METHOD OF THE DATA OF THE
MAGNETIC GRADIENT TENSOR
1) K-SINGULAR VALUE DECOMPOSITION DENOISING
METHOD BASED ON MEAN SIGNAL IMPROVEMENT
Since noise has a strong influence on the application of
the data of the magnetic gradient tensor, reducing noise
in the magnetic field data is needed. The method of
sparse and redundant representations has been verified to
effectively denoise images. The K-Singular Value Decom-
position (KSVD) denoising model is described in litera-
tures [17], [18]. In the denoising process of KSVD, it is
required to assume that the noise is a zero-mean white Gaus-
sian noise. However, this ideal situation does not exist in
actual calculations. Therefore, we propose aKSVDdenoising
method based on the mean signal (KSVD-MS) improvement
to reconstruct the magnetic data in this paper.

Above all, the mean value of the observed data y =
[y1, y2, . . . , yi, . . . , yN ] is calculated. Then, the mean value
y = [y1, y2, . . . , yi, . . . , yN ] is segmented into the new
mean signal XM and extended into the signal matrix M to
form an expansion matrix XY = (M,XM), where M =

[M1,M2, . . . ,Mi, . . . ,MN ], Mi = yi − yi, XM is the new
mean signal by segmenting the mean data y and XY =
(M,XM). When the mean signal is extended, the moving step
of the sliding window is l, the size of the window is v, and
l < v. It can be seen that the moving number of the sliding
window is t = ceil

[
(N − v)

/
l
]
, where N is the number of

the column of the observed data and ceil(x) represents the
smallest integer greater than x. After that, KSVD denoising
method is used to sparse the new mean signal XM. Finally,
the denoised signal XM′ is obtained. The mean signal y′ is
separated by the reverse order of previous steps.

2) THE DENOISING METHOD OF THE MEAN SIGNAL BASED
ON MORPHOLOGICAL FILTER
As a kind of nonlinear filter based on mathematical morphol-
ogy, the morphological filter is designed to form a probe,
which is called structural element. The probe is used to
match and locally correct the signal to achieve the purpose of
extracting the edge contour of the signal and maintaining the
main morphological characteristics of the signal. Therefore,
the morphological filter is employed to denoise the mean
signal y′. Besides, morphology has four basic operations:
corrosion, expansion, morphological opening, and morpho-
logical closure [19].

Due to the anti-expansion of form opening and the scalabil-
ity of form closure, there is a statistical offset phenomenon in
the morphological filtering process, which impedes the noise
suppression. It can be combined with open and closed oper-
ations to construct combined open-closed and closed-open
filters (COOC), which can be defined as:

COOC = [CO+ OC]
/
2 (5)

where CO is the morphological closed-open filter and OC is
the morphological open-closed filter.

The effect of morphological filters is not only related to the
choice of morphological operations, but also closely related
to the type and length of structural elements. Commonly
used structural element types are linear, triangular, semi-
circular, and sinusoidal. Engineering application experience
shows that semi-circular structural elements filter random
noise better, while triangular structure elements filter impulse
noise better [20].

3) MAGNETIC DATA PROCESSING ALGORITHM
Noise denoising is primarily performed on a single
component of the magnetic field; however, it does not simul-
taneously ensure the gradient accuracy of magnetic field
components in different directions. In the calculation process,
components of the magnetic field data are transformed into
the total magnitude anomaly and its direction cosines to
preserve the inter-relationship information between different
magnetic field components while removing noises. The cal-
culation procedures are shown as follows (see Fig. 2):

1. According to the vector synthesis principle of magnetic
field, the total magnitude anomaly and its direction
cosines can be expressed as:B =

(
|Bx |2 +

∣∣By∣∣2 + |Bz|2)1/2
l = Bx

/
B,m = By

/
B, n = Bz

/
B

(6)

where B is total magnitude anomaly; l, m and n are
direction cosines of the total magnitude anomaly and
three directions of the coordinate axis.

2. The expanded matrix obtained is separated into the
signal matrixM′ and the mean data y′ using the KSVD
denoising method based on the mean signal improve-
ment.

3. The residual signal y1 = y − y′ is calculated. Then
the noise is reduced by using the morphological filter

10 =



1
3!
∂3Bx
∂x3

∣∣∣∣
o
· d2

1
3!
∂3Bx
∂y3

∣∣∣∣
o
· d2

1
3!
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∂x3

∣∣∣∣
o
· d2

1
3!
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∣∣∣∣∣
o

· d2
1
3!
∂3By
∂y3
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o

· d2
1
3!
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o
· d2

1
3!
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o
· d2

1
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∂3Bz
∂y3

∣∣∣∣
o
· d2

−1
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(
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+
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(4)
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FIGURE 2. The chart of denoising procedure.

denoising method to obtain y′2. Therefore, the new
mean data is Y = y′ + y′2, the denoised data can be
defined as:

y′ = M′ + Y
′

(7)

where Y
′
=

 Y 1,Y 2, . . . ,YN
. . .

Y 1,Y 2, . . . ,YN


M×N

.

4. The total magnitude anomaly B and its direction
cosines (l, m, n) are denoised by using the above
denoising method, and the denoised total magnitude
anomaly B′ and its direction cosines (l′,m′,n′) are
inversely reconstructed according to the (6).B′xB′y

B′z

 = [B′/(
l′2 +m′2 + n′2

)1/2] l′

m′

n′

 (8)

whereB′x ,B
′
y,B
′
z are denoised components of magnetic

field.

C. APPLICATION OF MAGNETIC GRADIENT TENSOR IN
MAGNETIC SOURCE EDGE DETECTION
1) THE TRANSFORMATION OF THE DATA OF MAGNETIC
GRADIENT TENSOR
The calculated edges by using the magnetic data of the
oblique magnetization direction will cause the calculation
results to be deviate from the edges of the actual magnetic
sources. In order to solve this problem, we convert the mag-
netic gradient tensor into the magnetic gradient tensor data of
the same magnetic source that is under the vertical magne-
tization condition. The specific calculation processes are as
follows:

Firstly, a series of inclination and declination values are
selected, and we use the selected magnetization direction to
calculate the reduced-to-the-pole (RTP) of the total magnetic
intensity (TMI). The cross-correlation coefficient between
the NSS and the TMI transformed data in different magne-
tization directions is calculated. The magnetization direction
corresponding to the maximum value of the cross-correlation
coefficient is the estimated magnetization direction. The
cross-correlation can be expressed as [21]

C =
∑M

i=1

∑N

j=1
(1Trtp(i, j)−1Trtp)(µ(i, j)− µ)

/(∑M

i=1
(1Trtp(i, j)−1Trtp)2

∑N

j=1
(µ(i, j)− µ)2

)1/2
(9)

whereM is the number of grids along the x-axis direction, N
is the number of grids along the y-axis direction, and1Trtp is
the RTP of the TMI, µ is the NSS data, 1Trtp is the average
of the RTP of the TMI, and µ is the average of the NSS data.
Then, the TMI is polarized according to the obtained mag-

netization direction. On the condition of frequency domain,
the pole factor of the TMI is:

W (kx, ky)=K 2
/
[K sin I0 + i cos I0(kx cosD0 + ky sinD0)]

· 1
/
[K sin I1 + i cos I1(kx cosD1 + ky sinD1)]

(10)

where kx is the wavenumber in the x-direction, ky is the

wavenumber in the y-direction, K =
(
k2x + k2y

)1/2. I0 is
the inclination of geomagnetic background field, D0 is the
declination of geomagnetic background field, I1 is the actual
inclination ofmagnetic source andD1 is the actual declination
of magnetic source.

Assuming kx = r cos θ , ky = r sin θ , θ = arcta
(
kx
/
ky
)
,

r =
(
k2x + k2y

)1/2, then we convert the (10) to a conversion
factor in polar form:

W (r, θ) = 1
/
[i cos I0 cos(θ − D0)+ sin I0]

· 1
/
[i cos I1 cos(θ − D1)+ sin I1] (11)

Now, according to the Fourier transform formula of the
three components of the magnetic field data, the three-
component data can be converted into the data of the same
magnetic source that is under the vertical magnetization con-
dition [22], [23].

2) THEORY OF MAGNETIC GRADIENT TENSOR INVARIANT
EDGE DETECTION
The formula of magnetic gradient tensor invariant I is defined
as:

I = BxxByy + ByyBzz + BxxBzz − B2xy − B
2
xz − B

2
yz (12)

The method of magnetic gradient tensor invariant edge
detection (IED) uses the magnetic gradient tensor invariant
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FIGURE 3. Flow chart of edge detection method.

and the Bzz component data under the vertical magnetization
condition to calculate the edges of the magnetic sources. The
IED calculation formula can be expressed as:

IED = arc tan
[
I
Bzz

]
(13)

Under the vertical magnetization condition, the magnetic
gradient tensor Bzz component contains positive and negative
values, and the intersection of positive and negative data
corresponds to the edges of the magnetic sources. Therefore,
the zero contour of the IED corresponds to the edges of the
magnetic sources.

D. CALCULATION PROCEDURES
Based on the above analysis, we can calculate the edges
of magnetic sources through the magnetic gradient tensor
with the oblique magnetization direction. The calculation
processes are shown as follows (see Fig. 3 for a flow chart):

1. The number of magnetic sources is determined based
on the main positive value of the NSS data. Then, if the
calculation area includes multiple magnetic sources,
the calculation area would need to be divided. The
observation surface is divided into subareas that contain
isolated magnetic source;

2. The denoised magnetic field data is calculated by using
the KSVD-MS;

3. The magnetization direction is estimated according
to (9). Based on it, (10) and (11) are used to convert
the three components of the magnetic field data into

the data of three components from the same magnetic
source under the vertical magnetization condition;

4. The IED is calculated by using (13) to obtain edges of
magnetic sources.

III. DATA EXPERIMENTS
A. TEST ON SYNTHETIC MAGNETIC DATA
1) ISOLATED MODEL
First of all, an isolated rectangular prism under the oblique
magnetization condition was used to prove the effectiveness
of the method proposed in this paper. The length of the rect-
angular prism in the N-S direction is 1.4 m, the length in the
E-W direction is 1.4 m, and the length in the vertical direction
is 0.2 m. The center of the rectangular prism is (2.2m, 2.2m,
0.6m). This model has an inclination of 40◦, a declination
of 15◦, and a magnetic intensity of 30 A/m. It is assumed that
the height of the observation surface is 0m, the spacing of
the observation points is 0.1m, and the observation surface
is a grid of 42 × 42. The baseline distance in the simulation
is 0.1m, and the magnetic data detection system is shown
in Fig. 1. In the actual process of measurement, the edge
detection result of the magnetic source would be affected by
the noise contained in themeasuredmagnetic data. Therefore,
the white Gaussian noise with 30 dB was added to the mag-
netic field data generated by rectangular prism at each point
in order to simulate the actual measurement situation. The
model has an estimated inclination of 37◦ and an estimated
declination of 14◦. In this study, the estimated magnetiza-
tion direction was used to convert the three components
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TABLE 1. Method 1 is Low-pass filter, method 2 is wavelet soft threshold filter, method 3 is EMD, method 4 is KSVD, method 5 is KSVD-MS.

FIGURE 4. The theoretical magnetic gradient tensor maps of the rectangular prism under the vertical magnetization condition. (a), (b), (c), (d),
(e) and (f) represent Bxx, Bxy, Bxz, Byy, Byz and Bzz component, respectively.

of the magnetic field data into three components data of
the same magnetic source under the vertical magnetization
condition. Then, the magnetic gradient tensor of the same
magnetic source under the vertical magnetization condition
could be acquired. Besides, the comparison of the results
obtained from Low-pass filter, wavelet soft threshold, Empir-
ical Mode Decomposition (EMD), and KSVDwas performed
to illustrate the effectiveness of the proposed method; the
denoised results were shown in Table 1. The signal-to-noise
(SNR) and root-mean-squared-error (RMSE) were used as
evaluation indicators to judge the denoised ability (SNR =
10 lg

{∑M
i=1

∑N
j=1 T (i, j)

2
/∑M

i=1
∑N

j=1 (T (i, j)− T (i, j))
}

and RMSE =
∑M

i=1
∑N

j=1 (T (i, j)− T (i, j))
2/

M · N ).
Parameters (v = 10, l = 1) and calculation results obtained
by different denoised methods are shown in Table 1. It can be
found from Table 1, that the KSVD-MS has the best denoised
effect.

The theoretical magnetic gradient tensor components
of the rectangular prism under the vertical magnetization
condition are shown in Fig. 4 in order to explain the

effectiveness of the proposed method. Noisy magnetic gra-
dient tensor components of the rectangular prism under the
oblique magnetization condition are shown in Fig. 5 (a), (b),
(c), (g), (h), and (i). The denoised components of Bxx, Bxy,
Bxz, Byy, Byz, and Bzz obtained under the vertical magnetiza-
tion condition using the proposed method are shown in Fig. 5
(d), (e), (f ), (j), (k), and (l). According to Figs. 4 and 5,
the KSVD-MS has a great ability to reduce noise. Besides,
the magnetic gradient tensor components can be effectively
converted into the data from the same magnetic source by the
proposed method under the vertical magnetization condition.
Under the vertical magnetization condition, the THD map,
the Thetamap, the Tilt anglemap, and the IEDmap are shown
in Fig. 6. It can be seen that the IED method is more effective
than other methods under the vertical magnetization condi-
tion. The THD, Theta, Tilt angle, and IED maps obtained
by using noisy magnetic gradient tensor components of the
rectangular prism under the oblique magnetization condition
are displayed in Fig. 7 (a), (b), (c) and (d); the IED map
obtained by using the preprocessed method in this paper is
shown in Fig. 7 (e) and (f ). As shown in Fig. 7, calculation

VOLUME 7, 2019 173743



J. Li et al.: Preprocessed Method and Application of Magnetic Gradient Tensor Data

FIGURE 5. Magnetic gradient tensor maps after noise is added to the data in Fig. 4 and the denoised magnetic gradient tensor maps by using the
proposed method. (a), (b), (c), (g), (h) and (i) represent Bxx, Bxy, Bxz, Byy, Byz and Bzz component with noise, respectively. And (d), (e), (f), (j), (k) and
(l) represent the denoised Bxx, Bxy, Bxz, Byy, Byz and Bzz component, respectively.

TABLE 2. The physical parameters of the four rectangular prisms.
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FIGURE 6. The theoretical edge detection results of different methods under the vertical magnetization condition. (a), (b),
(c) and (d) represent the THD map, the Theta map, the Tilt map angle and the IED map.

TABLE 3. The results of esitmated magnetization direction for the four models. E is the difference between the theoretical value and the estimated value.
θ = arc cos(α1α2 + β1β2 + γ1γ2) is the difference between the actual magnetization directions and the estimated magnetization directions.

results of all the methods are damaged under the influence
of noise and oblique magnetization. Moreover, Theta and
Tilt angle maps have more noise compared to THD and
IED maps. It can be seen from Fig. 7 (e) and (f ) that the
best effect of edge detection can be obtained by using the
proposed method of this paper. The edge of the rectangu-
lar prism has a large error between the calculated position
and theoretical position when the calculation method is not
performed. This comparison verifies that the method of this
paper has excellent noise resistance and can accurately obtain

the edge of magnetic source under the oblique magnetization
condition.

2) MULTIPLE MODELS
Next, a combination of four rectangular prisms was used in
this paper for the simulation in order to verify the effective-
ness of the proposed method for multiple magnetic sources.
The physical parameters of the four rectangular prisms are
shown in Table 2. The magnetic gradient tensor, NSS, and
TMI generated by four rectangular prisms with 30 dB white
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FIGURE 7. The noisy edge detection results of different methods under the oblique magnetization condition. (a), (b),
(c) and (d) represent the THD map, the Theta map, the Tilt map angle and the IED map without using the preprocessed
method in this paper. (e) and (f) represent the IED map and the zero-contour of the IED map by using the preprocessed
method in this paper. The solid line is consistent with the actual position of the magnetic source.

Gaussian noise are shown in Fig. 8. It is assumed that the
height of the observation surface is 0m, the spacing of the
observation points is 0.1m, and the observation surface is
a grid of 42 × 42. The position of the main positive value
on the NSS map coincides with the actual position of the
magnetic sources, indicating that the NSS can provide the
effective position information of the magnetic sources under
the oblique magnetization condition. In this paper, subareas
that overlie individual sources were selected according to
the calculated NSS map. Besides, multiple magnetic sources
were separated by dividing different isolated subareas. T[he
SNR of the NSS data can be improved; the accuracy of edge
detection can be improved.

Original magnetic gradient tensor Bxx, Bxy, Bxz, Byy,
Byz, and Bzz data are shown in Fig. 8; the denoised mag-
netic gradient tensor components obtained by using KSVD-
MS is shown in Fig. 9. It can be found from Fig. 9 that

the SNR of the magnetic gradient tensor can be effectively
improved by the KSVD-MS method. According to Table 3,
the estimation results of the magnetization direction have a
good agreement with the theoretical values. The difference
between actual magnetization directions and estimated mag-
netization directions are about 6◦ − 8◦. The magnetic gradi-
ent tensor component Bzz was converted into the Bzz from
the same magnetic source under the vertical magnetization
condition by using the estimated magnetization directions.
Bzzmaps of the magnetic sources in Fig. 8(f) obtained by
using the preprocessed method in this paper are shown in
Fig. 10 (e)- (h). The solid line is consistent with the actual
position ofmagnetic sources. Comparing the unconverted Bzz
data in the calculation windows (Fig. 10 (a)-(d)) with the
converted Bzz data (Fig. 10 (e)-(h)), it can be seen that the Bzz
data obtained using the preprocessedmethod in this paper can
better represent the contour of the model, further verifying

173746 VOLUME 7, 2019



J. Li et al.: Preprocessed Method and Application of Magnetic Gradient Tensor Data

FIGURE 8. Magnetic gradient tensor, NSS and I maps of the four rectangular prisms with noise. (a), (b), (c), (d), (e), (f), (g) and (h) represent Bxx, Bxy,
Bxz, Byy, Byz, Bzz, NSS and I, respectively. The solid line is consistent with the actual position of the magnetic sources.

FIGURE 9. The denoised magnetic gradient tensor, NSS and I maps of the four rectangular prisms by using KSVD-MS method. (a), (b), (c), (d), (e), (f),
(g) and (h) represent Bxx, Bxy, Bxz, Byy, Byz, Bzz, NSS and I, respectively. The solid line is consistent with the actual position of the magnetic sources.

TABLE 4. The results of esitmated magnetization direction for the two models. θ = arc cos(α1α2 + β1β2 + γ1γ2) is the difference between the actual
magnetization directions and the estimated magnetization directions.

that the magnetization direction of the magnetic source
can be well-estimated by the preprocessed method in this
paper.

The calculated maps of edge detection without using the
preprocessed method are illustrated in Fig. 11 (a)-(d). Edge
detection results obtained by the THDmethod, the Theta map
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FIGURE 10. (a), (b), (c) and (d) represent Bzz maps of the Window A, B, C and D in Fig. 8(g), respectively, without using the preprocessed method in this
paper. (e), (f), (g) and (h) represent Bzz maps of the Window A, B, C and D in Fig. 8(g), respectively, with using the preprocessed method in this paper.

FIGURE 11. The noisy edge detection results of different methods under the oblique magnetization condition. (a), (b), (c) and
(d) represent the THD map, the Theta map, the Tilt map angle and the IED map without using the preprocessed method in this
paper. (e) and (f) represent the zero-contour of the IED maps without and with using the preprocessed method in this paper,
respectively. The solid line is consistent with the actual position of the magnetic source and the dotted line represents the
calculation areas.
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TABLE 5. Method 1 is Low-pass filter, method 2 is wavelet soft threshold filter, method 3 is EMD, method 4 is KSVD, method 5 is KSVD-MS.

FIGURE 12. The magnetic gradient tensor system.

method, and the Tilt angle method have a large deviation
from the actual edge of magnetic sources and are sensitive
to noise. According to Fig. 11 (a)-(d), the IED method can

obtain a sharper edge of a magnetic source; however, the edge
obtained still deviates from the actual edge when we did
not use the preprocessed method. It can be seen from the
comparison of IED maps of Fig. 11 (e) and (f ) that the
horizontal edge position of the IED method obtained by
using the preprocessedmethod has better consistencywith the
horizontal position of actual magnetic sources. Thus,
the method of this paper has a better edge detection ability
for multiple models under oblique magnetization and noise
conditions.

B. TEST ON THE REAL MAGNETIC DATA
The actual measurement experiment was performed in Shiji-
azhuang, China. Two rectangular prisms were placed in the
measurement area. The spacing of the observation points
was 0.1 m; the observation surface was a grid of 2.1m ×
1.9m; the geomagnetic inclination was 55◦; the geomagnetic
declination was −16◦. The magnetic gradient tensor system

FIGURE 13. The original magnetic gradient tensor, NSS and I maps of the two rectangular prisms. (a), (b), (c), (d), (e), (f), (g) and (h) represent Bxx, Bxy,
Bxz, Byy, Byz, Bzz, NSS and I, respectively. The solid line is consistent with the actual position of the two rectangular prisms.
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FIGURE 14. The denoised magnetic gradient tensor, NSS and I maps of the two rectangular prisms by using KSVD-MS method. (a), (b), (c), (d), (e), (f),
(g) and (h) represent Bxx, Bxy, Bxz, Byy, Byz, Bzz, NSS and I, respectively. The solid line is consistent with the actual position of the two rectangular
prisms.

FIGURE 15. (a) and (b) represent Bzz maps of the Window A and B
in Fig. 13(g), respectively, without using the preprocessed method in this
paper. (c) and (d) represent Bzz maps of the Window A and B in Fig. 13(g),
respectively, with using the preprocessed method in this paper.

used in the experiment is shown in Fig. 12. The system con-
sisted of four mag-03 tri-axial fluxgate magnetometers and
a cross-type plastic bracket. The baseline distance between
the two magnetometers was 0.4 m. The nonorthogonality
error of the sensor and the misalignment error between the
sensors are corrected by nonlinear least squares [24]. Besides,
the measured magnetic gradient tensor, NSS data, and

magnetic gradient tensor invariant are shown in Fig. 13. The
sizes of the rectangular prism labeled 1 in Fig. 13(h) were
N-S length = 0.36 m and E-W width = 0.23 m with the
center of (1.15 m, 0.65 m). The top depth was 0.2 m and
the depth extent was 0.1 m. The sizes of the rectangular
prism labeled 2 in Fig. 13(h) were N-S length = 0.36m and
E-W width = 0.234 m with the center of (0.45 m, 1.5 m).
The top depth was 0.15 m and the depth extent was 0.05 m.
In this study, the subareas that overlie individual sources
were selected according to the calculated NSS map; besides,
the multiple magnetic sources were separated by dividing
different isolated subareas, as shown in Fig. 13 (g). Moreover,
the denoised magnetic gradient tensor obtained by using
KSVD-MS is shown in Fig. 14. Calculation results obtained
by different denoised methods are shown in Table 5. It can
be seen from Table 5 that the denoised method proposed in
this paper has the best denoising effect. The estimation results
of the magnetization direction are shown in Table 4. In this
study, themagnetic gradient tensor component Bzz (Fig. 15(a)
and (b)) were converted into the Bzz (Fig. 15(c) and (d)) from
the same magnetic sources under the vertical magnetization
condition by using estimated magnetization directions. The
difference between the geomagnetic magnetization direction
and estimated magnetization directions of magnetic sources
1 and 2 in Table 4 are 44.97◦ and 53.08◦, respectively.
The calculated maps of edge detection without using the

preprocessed method are displayed in Fig. 16 (a)-(d). Edge
detection results obtained by the THDmethod, the Theta map
method, and the Tilt angle method have a large deviation
from the actual edges of magnetic sources. By comparing
IED maps of Fig. 16 (e) and (f ), it can be seen that the
horizontal edge position of the IED method acquired by
using the preprocessed method has better consistency with
the horizontal position of actual magnetic sources; this result
is consistent with the discussion of the simulation chapter.
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FIGURE 16. The edge detection results of different methods. (a), (b), (c) and (d) represent the THD map, the Theta map, the Tilt map
angle and the IED map without using the preprocessed method in this paper. (e) and (f) represent the zero-contour of the IED maps
without and with using the preprocessed method in this paper, respectively. The solid line is consistent with the actual position of
the magnetic source and the dotted line represents the calculation areas.

Therefore, the edges of magnetic sources under the oblique
magnetization condition can be effectively reconstructed by
the method proposed in this paper; moreover, this method has
an excellent ability to reduce noise.

In experimental results, there are some errors between
calculation results and the actual position. In the actual exper-
imental process, the observed data is affected not only by the
system’s own error but also by the operator. In the future,
the magnetic gradient tensor systemwill be further improved;
the experimental operation will be standardized in order to
improve the accuracy of measured magnetic data.

IV. CONCLUSIONS
In this paper, a new edge detection method of magnetic
sources under the oblique magnetization condition has been
proposed. According to the inter-relationship between differ-
ent magnetic field components, the magnetic field compo-
nents are transformed into total magnitude anomaly and its
direction cosines; then, the IKSVD-MS method is used to
reconstruct the magnetic signal. Besides, a correlation coef-
ficient analysis is performed to calculate the actual magne-
tization direction of magnetic anomalies. Next, the magnetic
gradient tensor data is converted into the data from the same
magnetic source under the vertical magnetization condition.
The edge of the magnetic source is calculated through the
ratio of the magnetic gradient tensor invariant to the Bzz

component data under the vertical magnetization condition.
Finally, the method proposed in this paper is tested and ver-
ified by simulation and experiment. The obtained simulation
and experimental results show that the effects of oblique
magnetization can be considerably reduced by this method.
Furthermore, the method in this paper has good resistance to
noise.
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