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ABSTRACT Recommender systems can provide users with an ordered list of various items, which greatly
assists users to purchase products that they are satisfied with. However, item recommendation has been
confronted with some inherent problems, such as sparse ratings and long-tail distribution, resulting in low
accuracy of recommendations and insignificant marketing. In this paper, we propose a novel learning model
based on trust diffusion and global item (TDGIL) to improve the accuracy of item rating prediction for
recommender systems. Specifically, first, the rating information on items is mined and aggregated to the
greatest extent based on trust diffusion characteristics among users. The benchmark prediction of item
recommendation is updated by a user trust neighbor set and its item ratings, which are obtained by a
trust diffusion algorithm. Then, the difference weights and compensation coefficients for all items are
defined to learn users’ potential preferences in the proposed global item model. Finally, the TDGIL learning
algorithm is presented to train and learn the target networks by random gradient descent. The extensive
experiments and results on two real-world datasets demonstrated that our proposed model can achieve
significant improvements in the accuracy of rating prediction compared with some state-of-the-art methods.

INDEX TERMS Recommender system, sparse data, trust diffusion, global item, item rating prediction.

I. INTRODUCTION
With the explosive growth of Internet information and the
emergence of new e-commerce services, users often suffer
from information overload [1]. Instead of producing eco-
nomic benefits, the diversity of choice reduces user satis-
faction. At this time, recommender systems (RS) [2] have
come into being and have proven to be effective in helping
users select suitable items by modeling their real preferences,
which has been widely used in information retrieval [3],
e-commerce, advertising and other fields. In these RS, item
rating prediction plays a key role in improving the accuracy
of the recommendation model. In other words, the main task
of recommendation systems is to predict a user’s rating on
unrated items. It has become a popular topic in the field of
recommendation research today and has attracted the atten-
tion of a large number of researchers.

In general, the existing recommendation models for com-
pleting the rating prediction task are mainly divided into three
categories: neighborhood-based models [4], content-based
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models [5] and matrix factorization (MF)-based models [6].
The main principle of neighborhood-based models is to pre-
dict users’ ratings on new items by using the historical rating
records of items. It includes two well-known recommenda-
tion methods: user-oriented and item-oriented collaborative
filtering (CF) recommendations [7]-[9]. Content-based rec-
ommendation models analyze the common textual informa-
tion of items that have been rated by a target user and then
recommend new items containing the abovementioned tex-
tual characteristics to the target user. In addition, MF-based
models are considered more popular and advanced methods
in recommender systems. They mainly decompose the rating
matrix of users and items to represent the interaction relation-
ship among them and analyze the latent factor vector to locate
user preferences and predict unobserved ratings.
Furthermore, some deep neural network models, such as
the restricted Boltzmann machine (RBM) and various vari-
ant encoders [10], [11], also improve the performance of
recommendation systems to some extent. However, these
existing recommendation algorithms all have some defects or
shortcomings in terms of item rating prediction. For example,
CF-based methods can only capture a single type of relation
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(user-user or item-item) and are more prone to suffer from
cold start and data sparsity problems [12] due to the lack of
rating information. Although the RBM method predicts item
ratings by constructing corresponding independent models
from the perspective of the user or item side information, they
are not deep enough to capture complex features of a rating
matrix. Moreover, content-based methods have difficulty in
extracting all the characteristics of items from the user or item
attribute profiles, thus failing to accurately mine the user’s
potential preferences and interests.

In this article, we argue that trust relationships among
users and differences in all items can provide some or more
relevance for recommendations. Based on this, we propose
a novel recommendation learning model, in which trust dif-
fusion features among users are utilized to obtain more item
ratings. Then, the difference weights and compensation coef-
ficients among global items are defined to train the objective
neural network to reach the minimum error value. Different
from conventional similarity recommendation methods, the
TDGIL model utilizes the deep learning method to mine more
rating information among users to improve the accuracy of
item rating prediction. In particular, for the problem of data
sparsity, the improved recommendation predictor can better
learn and model users’ real requirements and preferences for
recommendations.

In detail, compared with other methods, the main differ-
ences of our proposed learning model are that it can utilize the
trust diffusion among users and deep neural network to fully
explore available rating records to alleviate the impact of the
data sparsity problem on item recommendations. Moreover,
taking full account of the differences in global items, our
approach can more accurately locate users’ interest prefer-
ences to find the most appropriate recommended items, which
is also one of the main innovations of our work. Finally, to
evaluate the effectiveness of the proposed model, empirical
experiments are performed on two real-world datasets from
different domains. The experimental results also prove that
the proposed TDGIL algorithm has better accuracy than some
state-of-the-art recommendation approaches.

The main contributions of this paper are as follows.

1. We introduce a novel pipeline to improve the accuracy
of item rating prediction in recommendation systems, which
first learns the user trust diffusion feature and the difference
of global items to jointly improve the benchmark predictor
and establish their neural networks.

2. In the proposed model, more rating data are collected
and provided through a user trust diffusion algorithm for
better neural network training. Then, the defined difference
weights and compensation coefficients are utilized to learn
the correlation of all items. Finally, the optimal solution of
recommendation results is obtained by means of stochastic
gradient descent.

3. Extensive experiments are conducted on two real
datasets to study the performance of the proposed model,
and the comparison results also show that our TDGIL out-
performs other state-of-the-art methods.
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The remainder of this paper is organized as follows.
Section 2 presents the relevant work on recommendation
algorithms. Section 3 provides background information about
our model. In section 4, we develop the proposed TDGIL
approach in detail. In section 5, empirical experiments are
conducted to verify the accuracy of item rating prediction
for recommender systems. Finally, section 6 concludes this
article with some future directions.

Il. RELATED WORKS

In this section, several major recommendation models related
to our topic are reviewed, including factorization-based mod-
els, neighborhood-based models and deep learning models.

A. FACTORIZATION-BASED MODEL

The recommendation model based on matrix factoriza-
tion is an advanced method that has achieved great suc-
cess, and many researchers are committed to analyzing the
characteristics of rating matrixes in recommender systems.
Liu et al. [13] presents a list wise probabilistic matrix fac-
torization (LPMF) framework, where item prediction rat-
ings are generated by taking the preference orders of the
users indicated by observed ratings as a whole instance and
maximizing the log-posterior over the predicted preference
order. Their approach is computationally efficient and can be
applied to big dataset environments. Different from LPMEF,
a novel low-rank matrix factorization model with adaptive
graph regularizer [14] was proposed to seek graph weight
matrixes and low-dimensional representations of rating data
for item recommendations. Although these two methods can
adequately handle the interaction ratings between users and
items, the data sparsity problem is still a bottleneck.

Therefore, a hybrid approach based on a topic model and
matrix factorization [15] was introduced to predict the proba-
bility that a user will rate an item and the corresponding rating
values to improve the accuracy of recommendations. Further-
more, Xing et al. [16] devises a joint convolution matrix fac-
torization model that considers various factors. In the model,
geographical influences from a user’s check-in behavior, user
social relations and latent factors of users and items can be
effectively utilized in the recommendation model. Experi-
mental results show that the proposed method achieves sig-
nificantly superior precision. In addition, some deep matrix
decomposition methods explore how to better improve the
accuracy of rating prediction [17]-[19].

The aforementioned methods can solve the problem of data
sparsity to some extent. However, the linear decomposition
of potential features of the rating matrix may result in the
loss of some implicit rating information and poor prediction
accuracy, especially when the rating datasets are very sparse.

B. NEIGHBORHOOD-BASED MODEL

The neighborhood-based recommendation, as the earliest and
a widely used model, can capture the association among
the rating information and recommend some items that are
not in the same type or are unknown to the target user,

170271



IEEE Access

Y. Li et al.: Novel Learning Model Based on TDGIL for RS

Input layer Middle layer Output layer

1 @+ dug ) »

H
- H P
N [ \
\ H \
] Objective [ \
Sumation ;""" function A |
[
y 1 A J
\E/ p(®) N
H
1
H
H
H
1
1
e H
i ' P
. | . .
1
! [
! Pl
[
[
H
& Vol
v H
a H
Vo
1
H
H
'

FIGURE 1. GNNL model for recommendation.

as long as his neighbors provide a very high rating. For exam-
ple, Herlocker et al. [20] designed the neighborhood-based
prediction systems that divide the whole framework into
three components, namely, similarity computation, neigh-
bor selection, and rating combination for recommendation
improvements in accuracy. To enhance the performance
of neighborhood-based collaborative filtering, time-aware
information is integrated into a similarity measurement for
high-quality Web service recommendation [21]. Addition-
ally, a hybrid personalized random walk algorithm was pre-
sented to deduce user similarity and service similarity in
the proposed scheme, and experiments on several real-world
datasets were provided to verify the effectiveness of their
approach.

In addition, some user-oriented [22], [23] and item-
oriented [24], [25] neighborhood methods have been pro-
posed to improve the accuracy of rating predictions. They are
not only easy to implement and very efficient but can also pro-
duce relatively stable and accurate recommendation results.
In addition to item-oriented and user-oriented CF algorithms,
some researchers also incorporate these two algorithms into
the similarity fusion framework [26], [27].

C. DEEP LEARNING MODEL

Deep learning recommendations have become increasingly
important and indispensable in recommender systems due to
their advanced performance. Deep learning has been proven
to be a powerful approach for capturing complex relation-
ships with more abstract hierarchical neural networks. A gen-
eral neural network learning (GNNL) model is shown in
Fig. 1 below.

In this review, the learning model is divided into three
layers: the input layer, the middle layer, and the output layer.
Specifically, the input layer responds to data entering the
network. The middle layer receives weighted output from the
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input unit. The output layer responds to the weighted output
in the middle layer and generates the final network output.
In the recommendation application, the main advantage of
the GNNL model is that it can handle nonlinear classification
tasks compared to conventional algorithms, and due to the
parallel attributes, it can efficiently train the network and
generate the final recommendations even in the case of partial
network damage.

Many researchers have explored the application of deep
learning to recommender systems to improve the accuracy
of item rating prediction. For example, Paradarami et al. [28]
proposed a deep learning neural network framework that uses
content-based features and user reviews to generate rating
prediction. A stacked denoising autoencoder is presented to
learn more useful and complex representations in a neural
network with a local denoising criterion [29]. Liu et al. [30]
extended the RBM model by making use of a naive Bayes
classifier to approximate the missing entries in the user-item
rating matrix, and then applied the improved RBM on a
denser scoring matrix. Experimental results also showed that
the proposed model performs better than pure RBM and other
CF methods in terms of rating prediction.

Furthermore, to overcome the shortcomings of capturing
only a single type of relation, a novel deep learning approach
is proposed to learn the corresponding low-dimensional vec-
tor of user and item [31], which embeds semantic information
to reflect the user-item correlation. Then, a feed-forward
neural network is utilized to simulate interaction among users
and items, where the pretrained representational vectors are
adopted as inputs to neural networks.

In addition, there are some deep learning methods that have
been proposed to improve the performance of the recommen-
dation [32]-[35], which is closely relevant to our approach.
Although these methods provide new ideas for recommenda-
tion systems from different perspectives, the disadvantages
are that many parameters need to be learned, especially
when the data are sparse, its ability to normalize is very
weak.

Moreover, in these current deep learning recommenda-
tions, only a single type of interactive rating or semantic
embedding is used to train the target network. This situation
is likely to result in the recommender systems only capturing
the user’s explicit preferences, and the information behind the
ratings or semantics are difficult to find and exploit. In con-
trast to the above deep learning methods, the main advantage
of our proposed learning model is to comprehensively uti-
lize user trust diffusion features and global item differences,
to obtain more potential ratings and implicit preferences.
Ultimately, the accuracy of item rating prediction is improved
by training and minimizing the error function.

Ill. BACKGROUND

A. PROBLEM DEFINITION

In recommendation systems, rating prediction, which refers
to predicting a user’s rating on unrated items, is one of the
most important tasks. In other words, given a triple (i, i, r) of
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TABLE 1. Summary of notations and their meanings.

Symbol Meaning
u,i,r User, item, and rating respectively
U R I , R The collections of user, item and rating respectively
Vi The rating given by the user V on the item I
I;ui The prediction rating given by the user U on the item I
(7 Benchmark prediction rating
U Mean of all the ratings
bu The bias of user ratings
bi The bias of item ratings
TD v Trust diffusion value between users ¥ and V
T Lu N The minimum trust length between user U and user V
dWl-j Difference weight of item ] to item I

Compensation coefficient

Learning rate

the training set, which consists of auser u € U, anitem i € [
and a rating r € R, our goal is to build a learning function
model W to predict the rating of target user u for new item i
(unrated by the target user u).

For convenience, we put some commonly used notations
and their meanings in Table 1.

B. BENCHMARK PREDICTION RECOMMENDATION
MODEL

Most CF methods attempt to capture the interaction between
users and items to generate different predictive ratings.
However, a majority of the observed ratings is related to
either the user or the item, not the interaction between the
user and item. Therefore, the benchmark predictor (BP),
as a widely used basic model in recommendation sys-
tems, is defined by fully considering the bias of users and
items.

Qui = 1+ by +b; (1

where u is the overall average rating, parameters b, and b;
represent the deviation of user « and item i, respectively, from
the average rating, and ¢,; is a benchmark prediction rating
that considers both the user and item factors. For example,
assume we want to build a user Curry’s baseline prediction
rating for the *“Spider-Man: Far From Home” movie. Assume
that the average rating u for all movies is 2.9. In addition,
since ‘“‘Spider-Man: Far From Home” is better than gen-
eral films, its rating is 0.8 higher than the average rating.
Curry, on the other hand, as a discerning user, rated the film
0.6 lower than the average rating. As a result, Curry’s bench-
mark prediction rating for “Spider-Man: Far From Home”
is29-0.64+0.8 =3.1.
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IV. THE PROPOSED LEARNING MODEL

A. USER TRUST DIFFUSION

The recommender system is considered to be an information
processing system that recommends suitable items to users
by collecting numerous rating data. However, the lack of user
or item rating information, known as data sparseness, has
become an inherent bottleneck for recommendations. Hence,
in view of the low accuracy of existing recommendation
methods, the trust information among users is explored and
mined to better model user preference in our paper.

For the sake of maximizing the use of the small amount
of available data, this article takes advantage of the trust
feature in networking sites that can be spread and diffused
among different users [36], [37]. Then, both the user’s ratings
and those of his trusted neighbors can be gathered to make
recommendations. In a user’s trust network, any two users can
be connected according to the small-world theory [38] and
therefore the value of trust diffusion is inversely proportional
to what we think of as their trust length in our work. Hereafter,
the trust diffusion value between users u and v 7D, , is
defined as follows.

1
" TLy,

In the formula, 7L, , is the minimum trust length between
user # and user v computed by the breadth-first search
method [39]. In practice, to avoid more cost and noise, we can
set 7L, , less than or equal to 3 to achieve a better trust
diffusion effect for recommendations.

Then, the set of diffused trust neighbors DTN, for target
user u is defined in our proposed recommendation model.

D, ,

@)

DTN, = {v|]TD,,, > ¢,v e U} 3)

where ¢ is the trust diffusion threshold, U represents the user
set containing all users in a trust network, and v is any user in
the user set U.

Since the 7L, , between two users is no more than 3, for
simplicity, our method treats all diffused trust neighbors as
available and sets ¢ = 0. In addition, it is important to note
that each user trusts itself, so its DTN, includes itself.

In general, most conventional recommendation methods
directly utilize the original user set to compute the similarity
between users to generate the recommendation list. Never-
theless, efficient recommendation results cannot be achieved
due to data sparsity and other problems. Therefore, a trust
diffusion algorithm (TDA) is designed to explore the target
users’ trust neighbors and mine more useful information in
recommender systems for better modeling user preferences
and improving the accuracy of item rating predictions. The
pseudo-code of the TDA method is shown as below.

In line 1, since the target user u always trusts itself, DTN,
is initialized by user u#. The next line of the algorithm tra-
verses all users in a trusted network to search for trustworthy
users. Line 3-4 determines whether v; is on the trust path,
the minimum trust length satisfies no more than 3, and the
trust diffusion value is greater than the diffusion threshold.
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Algorithm 1 Trust Diffusion Algorithm
Inputs: user set U and trust diffusion threshold ¢;
Output: the diffused trust neighbors DTN,,;
1. Initialize DTN,,;

2.for v;in U /Ivi is any user in U

3. if v; exists in a minimum directional path from « and
TLyy <3

4. if TD,,, is greater than the trust diffusion thresh-
old

5. Vi —> DTNu

6. Delete(v;, U);

7. end if

8. end for

As shown in lines 5 and 6, eligible trusted users are filtered
out and stored in DTN, and the user v; is deleted from user
set U. Finally, the DTN, is output.

After identifying the diffused trust neighbors, a series of
item ratings can be filtered out and expanded into a candidate
rating set for next network training. The definition of the
candidate rating set is as follows.

CRS, = {crs|r,; € R,3v € DIN,, i € I} )

In the formula, the sets of all original items and ratings are
denoted / and R, respectively, and r, ; represents the rating
given by the user v on item i, taking a certain value in a
rating range defined by a recommender system, such as an
integer from 1 to 5. In the previous algorithms, the item
rating prediction process only considers related items of users
similar to the target user, while more users after trust diffusion
are mined and utilized to integrate into the prediction model in
our proposed method. Therefore, in the benchmark predictor,
we update the predicted value with the average of the item
ratings of the trusted neighbors instead of the average of the
overall item ratings.

Qui =1 +bu+b; )

where 1/ is the average of CRS,,.

B. GLOBAL ITEM MODEL

Most item-based methods are local in nature because they
focus only on a small subset of related item ratings, which
results in low accuracy in many recommendation systems.
Furthermore, these local methods also violate the principle
that matrix decomposition techniques use all rating records
to describe the characteristics of items and users. Considering
the current research situation, we propose a new global item
model, which is based on the relationship among items and
improves the accuracy of recommendations by considering
the potential differences among all items.

Specifically, the traditional models use the item set belong-
ing to the target user’s neighbors similar to item i to make
recommendations. However, in many cold systems, the target
user does not have many similar neighbors. In this case,
we define the difference weights of all items that are not
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related to a target user to achieve global model optimization.
Then, the difference weight of item j to item idw;; is proposed
and added to the benchmark predictor. The prediction formula
for item rating is defined as follows.

Fui = @i+ Y (1 — @udwij 6)
JERy

In the above definition, (p; ; is the trusted but robust bench-
mark predictor. The predicted value 7,; is adjusted by sum-
ming all item ratings of target user u. In our work, the
difference weight is regarded as a coefficient for adjusting
and compensating the predicted value, and then the prediction
accuracy of r,; is improved based on the observed r,; value.

By using the difference weights of global items rather than
interpolation coefficients for a specific user, it emphasizes the
impact of missing rating values. In other words, the user’s
preferences are reflected not only in the items the user rates
but also in the items the user does not rate. For example,
assume a book rating dataset shows that users who rate high
on Harry Potter 1 will also rate higher on Harry Potter 2.
The previous methods establish a high weight from Harry
Potter 1 to Harry Potter 2. However, if a user does not rate
Harry Potter 1 at all, the rating on Harry Potter 2 is penalized
because some necessary weights are not added to the sum to
participate in the predictions.

Therefore, similar to the difference weight, this article
defines another compensation coefficient ¢;; and adds it to
the benchmark predictor. Accordingly, a more general item
rating prediction model is optimized as follows.

Pui = @+ Y [y — gug)dwij + ¢y (7
Jj€Ry
For two items 7 and j, the implicit preference of user u for
item j allows us to use ¢;; to adjust the estimated value 7;.
Based on the aforementioned benchmark predictor, the pre-
diction model is redefined as follows.

Pui =t + by +bi+ Y [y — ouddwi + il (3)
JERy
In addition, to normalize the prediction model, we further
optimize the prediction formula as follows.

Pui = 1+ by + bi+ IR ™ Y [(rj — ujdwy + c] - (9)
J€Ry
The constant « controls the degree of normalization. Since
the denormalized rule causes the predicted value of the user
who provides many ratings to be more biased than the bench-
mark recommendation, and the fully normalized rule elimi-
nates the bias effect of the number of ratings in the prediction,
the constant « maintains the robustness of the prediction
model. According to experience on the Netflix Prize [40],
the general model achieves the best results when o« = 0.5,
so the final prediction model is specifically improved as
follows.

Pui= '+ bu i+ IR~ Y [(rig — puddwi + ] (10)
JERy
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C. THE OBJECTIVE FUNCTION AND PARAMETER
ESTIMATION

The accuracy error of item recommendations is defined as
ey, where e,; = ry — ry. Therefore, the parameters of
the proposed model can be learned by the regularized least
squares method [41]. In other words, the objective function is
defined to minimize the squared error between the predicted
value and the real value.

Z 2. = min Z(rm- —u —b, —b;
— R Y " ((ryj — pudwi + i)
jeRll
+AbL B+ Y awt +ch) (1D
Jj€Ry
Then, we can utilize the random gradient descent algorithm
to iterate all known ratings, and adjust parameters dw;; and

c;j by moving in the opposite direction to the gradient. The
details are as follows.

Ofui -
Vdw; = %Wj = =R ™ D g = @) - eui + Ay
JERy
(12)
a .
Ve = D0 1R,105 g+ hey (13)
3c,-j
a .
Vb, = %’; = —eyi + Aby (14)
a .
Vb; = aJZ = —ey,i + Ab; (15)
Finally, the parameters can be updated by
dwij = dwl-j -6~ VdWij (16)
Cij = Cij — 6 - VC,'j (17)
by =b,—38-Vb, (18)
bi = b; — 65 -Vb; (19)

where § is the learning rate.

D. ALGORITHM LEARNING

The learning procedure of TDGIL has two steps. First,
the TDGIL initializes the parameters of the proposed model
and calls the TDA algorithm to obtain an improved bench-
mark in the pre-training phase. Then, in the iteration phase,
we randomly select a small portion of items that has not yet
been observed to update the parameters until the objective
function converges. At this point, the network training is
completed and the recommendation list is output.

In addition, we briefly analyze the time cost regarding
the proposed TDGIL algorithm. If the rating matrix R is
an n*n matrix, the total number of variables we need to
learn in TDGIL is |R|*n?, which is expressed as V. Algo-
rithm 2 shows the specific learning process of TDGIL. Its
time consumption is mainly composed of three parts: initial-
ization, regularization, and gradient updating. Specifically,
since every variable needs to be initialized, the initialization
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Algorithm 2 TDGIL Recommendation Algorithm
Inputs: User-item rating matrix R, iterations 7', learning
rate §, user set U and trust diffusion threshold &
Output: Recommendation items for each user
1: Initialize model parameters dw;; and c;j;

2: TDA(U, ¢) /Mmproved benchmark predictor
@,,; is obtained
3:forcount=1,...,7T do

foru=1,...,ndo

AN

5 computePredictionValue(7,,;)

61 ewi < Tui — Fui

7 while not converged do

8 Compute gradient deijij

9 Compute gradient Vc;;

// Update parameters according to gradients

10: Update parameter dw;;
11: Update parameter c;j
12: end while

13:  end for

14: end for

time is O(V). Furthermore, the time cost of regularization
is O(n*|U| 4+ n*|I]) < O(V), and the time consumption of
gradient updating is linear. Therefore, the final time cost of
the proposed TDGIL algorithm is O(V).

V. EXPERIMENT

A. EXPERIMENTAL DATASETS AND BASELINE METHODS
The performance of our proposed TDGIL on two real-world
datasets is evaluated to verify the accuracy of item rating pre-
diction. The two datasets used in our experiments are Movie-
Lens and Epinions, and their original details are described
below.

1. MovieLens is a movie community recommendation
website created by the GroupLens team of the Department of
Computer Science and Engineering at the University of Min-
nesota. It is a noncommercial, research-oriented online movie
recommender. Specifically, the publicly available MovieLens
10M dataset! contains 10,000,054 ratings and 95,580 tags
applied to 10,681 items by 71,567 users.

2. Epinions is an online review site where users can browse
through various reviews of items to help them make the cor-
rect shopping choices, and they can also post any comments
about the items. The open source dataset® our model adopted
consists of 75,888 users, 681,213 items and 1,000,608 rat-
ings, and it was collected by Richardson and Domingos [42]
from Epinions.com.

In addition, we compare the proposed TDGIL model with
some state-of-the-art baseline algorithms in our experiments.
For each baseline method, the parameters are set to optimal
to obtain the best comparison results.

1 https://grouplens.org/datasets/movielens/
2http:// alchemy.cs.washington.edu/data/epinions/
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User-based collaborative filtering (UCF) [43] is one of the
most used approaches to provide recommendation services
for users. The basic principle of the neighborhood approach
is to find similar users or items by considering both the local
context features of user ratings and the global preference of
user behavior.

Social group recommendation (SGR) [44] presents a novel
framework that captures users’ preferences by analyzing
group members’ interactions and social relationships. The
group recommendation list is generated by averaging the
group member prediction ratings.

Context-aware probabilistic matrix factorization (CPMF)
[45] is an improved probabilistic matrix decomposition
model, where textual, social, categorical and other informa-
tion is used to integrate into the latent vector factors of users
and items for point-of-interest recommendations.

The Bayesian personalized ranking method (BPR) [46]
provides a generic learning algorithm with implicit
feedback that is based on stochastic gradient descent
with bootstrap sampling and the maximum posterior
estimator derived from a Bayesian analysis for item
recommendation.

The deep learning model (DLM) [31] is an advanced
method based on a deep neural network that learns the
low-dimensional vectors of users and items by embedding
semantic information. In addition, a feed-forward neural net-
work is exploited to express the interaction between user and
1tem.

B. EXPERIMENTAL SETUP AND EVALUATION METRICS

To obtain objective and real experimental results, 80% of
each dataset is selected as the training set, and the remain-
ing 20% as the testing sets. The random gradient descent
is adopted as the training method for our model, and
L2- regularization is used to prevent overfitting of model
training. In this way, the influence of noise and outliers is also
minimized.

The learning rate [47], [48] is used to determine the
coefficient of adjusting weights. If the learning rate is
too large, it may be overcorrected, resulting in the error
not being converged, and the neural network training is
poor. Conversely, if the learning rate is too small, the con-
vergence rate is very slow, resulting in the training time
being too long. The learning rate in our model is set to
0.005 according to the experimental results in the next
subsection.

In the experiments, a cross-validation method is adopted
to predict the accuracy of item recommendation, and then
to generate a small sample of random target data, we used
the data generator to preprocess the datasets to meet the
needs of experiments in the iterative process of the algorithm.
In addition, the root mean square error (RMSE) and mean
absolute error (MAE) are leveraged to evaluate the rating
prediction accuracy of experimental results. These two eval-
uation metrics are currently the most popular in the rating
prediction field. The RMSE between the predicted rating and

170276

the true rating is defined as follows.

. 2 )2
RMSE — \/Zu,tew |(:;4|z Vm) (20)

where i is the validation dataset, 7,; denotes the predicted
rating of the item, and r,; represents the true rating of the
item. The MAE is another commonly used evaluation metric,
as shown below.

MAE = L )
Y| Swiey
Compared to the MAE, the RMSE punishes large errors
in different proportions, but they both measure the prediction
accuracy of items in different ways; obviously, the lower the
values are, the better the performance of the recommender
system. Then, we can employ both the MAE and RMSE to
evaluate the recommendation performance in our experiment.
In addition, to further verify the accuracy of recommenda-
tions, we also used three other evaluation metrics: precision,
recall and F-measure to evaluate the Top-N recommendation
task.

|;;ui — Tuil 2D

. Y IRNT|
Precision = —=———— (22)
> IR
RNT
Recall = L (23)
21T
2 x Precision x Recall
F — measure = (24)

Precision + Recall

where R is the number of ratings in the recommendation list,
and 7 is the number of ratings in the test set. Obviously, larger
values of these three indicators reveal the recommendation
results more accurately.

C. IMPACT OF PARAMETERS

In this section, the influences of the learning rate and reg-
ularization parameters on the accuracy of rating prediction
are observed and analyzed. The Epinions dataset is utilized to
train the proposed model in all parameter impact experiments.
The final experimental results are presented by obtaining
stable and optimal data.

1) IMPACT OF THE LEARNING RATE

In general, it is necessary to test the sensitivity of the pro-
posed model to the learning rate, because it has a significant
impact on the rating prediction accuracy of items. Therefore,
we report the changing trend in the MAE and RMSE values
with different learning rates.

As shown in Fig. 2, as the learning rate increases, the MAE
and RMSE of the proposed algorithm gradually decrease.
When the learning rate is 0.005, the MAE and RMSE reach
the lowest value (0.764, 0.546) and then start to increase
again. In other words, when the learning rate is 0.005,
the model training achieves the optimal performance. As a
result, in the next experiments, we set the learning rate to the
optimal value of 0.005.
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(a) The change trend of MIAE under different learning rates of the proposed learning
model

MAE

Learning Rate

(b) The change trend of RMSE under different learning rates of the proposed
learning model

RMSE

Learning Rate

FIGURE 2. Impact of learning rate.

2) IMPACT OF REGULARIZATION PARAMETER

The regularization coefficient controls the regularization
degree of the objective function, thus limiting the complex-
ity of the model and avoiding the overfitting phenomenon,
which has a great impact on the accuracy of rating prediction.
Therefore, the repeated experiments are performed to verify
the role of the regularization parameter in the model. The
experimental results are presented in detail in Fig. 3. When
the regularization parameter is too small, the accuracy of the
predictions is relatively low, and the regularization term and
network training are meaningless. However, when the param-
eter gradually increases to 0.01, the network performance
reaches the optimal situation, where the MAE is 0.839, and
the RMSE is 0.637. It can also be seen from Fig. 3 that the
MAE and RMSE have similar impact tendencies.

D. PERFORMANCE COMPARISON ON RATING
PREDICTION ACCURACY
It can be seen from the experimental results in the previous
subsection that the proposed TDGIL model achieves the
best performance when the learning rate and regularization
parameter are 0.005 and 0.01, respectively. Therefore, these
two optimal parameters are set for TDGIL in the next experi-
ments. We observe the results of the comparative experiments
in the training set of 15%, 30%, 45%, 60%, 75%, and 90%,
as shown in Tables 2 and 3.

The similar trends of results are also obtained on
the MovieLens 10M and Epinions datasets, as shown
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(2) The change trend of MAE under different regularization parameters of the
proposed learning model

MAE

0.000000L ©.00001 0.001 0.01 01

Regularization parameter

(b) The change trend of RVMISE under different regularization parameters of
the proposed learning model

RMSE

0.0000001 0.00001 0.001 001 01

Regularization parameter

FIGURE 3. Impact of regularization parameter.

in Tables 2 and 3. More specifically, our proposed TDGIL
model always achieves the best results in terms of MAE
and RMSE among all the methods, while the accuracy of
the UCF and SGR methods has been relatively poor. For
example, when the Epinions dataset is set to 90%, the accu-
racy of TDGIL is improved by 17.37% in MAE and 22.18%
in RMSE compared with UCF. These results show that the
proposed approach can greatly improve the accuracy of item
rating prediction.

At the beginning of dataset training, our method has greater
improvement in accuracy. For example, when the MovieLens
10M dataset is set to 15%, the TDGIL algorithm improves the
accuracy by 3.30% and 1.47%, respectively, in terms of MAE
and RMSE compared with the second-best DLM method.
In other words, due to inherent problems in recommender
systems (cold start or data sparsity), the accuracy of many
recommendation methods is relatively low, while our method
is not obviously subject to the number of ratings. Therefore,
from this perspective, the proposed model is more robust
than other advanced methods to some extent. Consistently,
we come to a conclusion that the TDGIL method outperforms
the other approaches in accuracy, and significantly improves
the performance of recommender systems.

E. VISUALIZATION OF PREDICTED RATINGS
To present the proposed model and experimental results more
clearly, we visualize the predicted ratings of the proposed
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TABLE 2. The predictive performance on the MovieLens 10M dataset.

MAE
15% 30% 45% 60% 75% 90%
UCF 1.3361+0.0021 1.0006+0.0029 0.8327+0.0018 0.7611+0.0024 0.7533+0.0037 0.7419+0.0012
SGR 1.4634+0.0038  1.0255+0.0024  0.8422+0.0016  0.8027+0.0045  0.7672+0.0043  0.7544+0.0031
CPMF  1.3016+0.0064  0.9956+0.0043  0.8144+0.0025  0.7566+0.0032  0.7426+0.0011  0.7359+0.0028
BPR 1.2413+0.0025 0.9204+0.0020 0.7936+0.0037 0.741440.0016 0.739140.0068 0.7308+0.0009
DLM 1.2004+0.0053 0.8914+0.0027 0.8085+0.0019 0.7366+0.0027 0.7307+0.0033 0.7287+0.0018
TDGIL 1.1608+0.0046  0.8492+0.0086  0.7673+0.0030  0.7283%0.0006  0.7162+0.0042  0.7039+0.0027
RMSE
UCF 1.2996+0.0069 0.9013+0.0045 0.8638+0.0025 0.8301+0.0032 0.8063+0.0028 0.7508+0.0014
SGR 1.3191£0.0017  0.9444+0.0027  0.9094+0.0026  0.8655+0.0071  0.8276+0.0047  0.8004+0.0033
CPMF  1.1009+0.0046  0.8485+0.0018  0.8190+0.0008  0.7757+0.0012  0.7183+0.0036  0.6664+0.0027
BPR 1.2106+0.0028 0.8873+0.0034 0.8561+0.0017 0.8085+0.0010 0.7539+0.0024 0.6992+0.0056
DLM  0.9998+0.0031 0.8034+0.0023 0.7699+0.0022 0.7318+0.0037 0.6881+0.0016 0.6375+0.0084
TDGIL 0.9851+0.0019  0.7726+0.0034  0.7468+0.0057  0.7102+0.0017  0.6588+0.0025  0.6126+0.0015
TABLE 3. The predictive performance on the Epinions dataset.
MAE
15% 30% 45% 60% 75% 90%
UCF 1.6038+0.0029 0.9789+0.0013 0.9127+0.0033 0.8667+0.0037 0.8218+0.0016 0.8014+0.0065
SGR 1.5246+0.0020 0.9427+0.0027 0.9015+0.0017 0.8429+0.0083 0.8107+0.0028 0.7857+0.0024
CPMF  1.3283+0.0049  0.9087+0.0008  0.8672+0.0019  0.8107+0.0024  0.7692+0.0067  0.7321+0.0007
BPR 1.4208+0.0015  0.9208+0.0031  0.8887+0.0021  0.8380+0.0058  0.7961+0.0004  0.7702+0.0018
DLM 1.3006+0.0014 0.8827+0.0035 0.8216+0.0037 0.7867+0.0025 0.7526+0.0054 0.7206+0.0040
TDGIL 1.1862+0.0051  0.8418+0.0017  0.7762+0.0102  0.7325+0.0036  0.6991+0.0027  0.6622+0.0047
RMSE
UCF 1.1129+0.0024 0.7694+0.0034 0.7208+0.0016 0.6815+0.0027 0.6672+0.0065 0.6533+0.0036
SGR 1.0005+0.0046 ~ 0.7437+0.0019  0.7183+0.0007  0.6518+0.0018  0.6322+0.0052  0.6109+0.0025
CPMF  0.9588+0.0024  0.6961+0.0020  0.6683+0.0017  0.6175+0.0035  0.5784+0.0023  0.5538+0.0094
BPR  0.9762+0.0011  0.7107+0.0015  0.6935+0.0026 ~ 0.6274+0.0037  0.6021+0.0072  0.5897+0.0050
DLM  0.9472+0.0017 0.6432+0.0022 0.6105+0.0019 0.5867+0.0026 0.5649+0.0010 0.5366+0.0048
TDGIL 0.9177+0.0031  0.6219+0.0038  0.5972+0.0075  0.5533+0.0009  0.5344+0.0014  0.5084+0.0021

model in a two-dimensional plane, where three categories
of items (movies) randomly selected from the MovieLens
10M dataset are used for representation. Two visualizations
of the conventional classic method (Benchmark predictor)
and the proposed model are shown in Fig. 4. Different colors
represent different categories.
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As seen in Fig. 4, there are no obvious clusters
and boundaries for positions of items in different cat-
egories of the conventional method, yet in our model,
the items are clustered very well by different categories
and the positions of items are regularly predicted. There-
fore, from the perspective of visualization, the proposed
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(a) Benchmark predictor

(b) The proposed model

FIGURE 4. Clustering items in different categories.

TDGIL learning model is more accurate in item rating
predictions.

F. CONVERGENCE AND COMPLEXITY ANALYSIS

The convergence curves of the proposed TDGIL and two
other advanced methods on the MovieL.ens 10M and Epinions
datasets are shown in Fig. 5. In the initial iteration, the RMSE
of all methods is relatively high, and the model training is not
stable. However, the RMSE of Fig. 5 becomes stable after
four epochs. At this time, the experimental results tend to
converge when the number of iterations reaches 35, and our
TDGIL model always converges faster than other methods.
Therefore, the proposed learning model has a better conver-
gence rate and can be trained efficiently.

We trained the proposed learning model in a single GPU
environment using Epinions and MovieLens 10M datasets.
Table 4 displays the number of training parameters and the
time cost of one epoch. (The parameters in Table 4 are in
millions and the time is in minutes.) As seen in Table 4,
although training time is relatively long in the proposed learn-
ing model, the time consumption is negligible throughout the
rating prediction stage. This also proves that our learning
model is very efficient.

G. ACCURACY ANALYSIS ON TOP-N TASK

In this subsection, we further evaluate the Top-N performance
of our learning model and baseline methods on the Epinions
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(a) MovieLens 10M

RMSE

epoch

—— TDGIL —— DLM CPMF

(b) Epinions

RMSE

epoch
—— TDGIL——DLM —— CPAF

FIGURE 5. Convergence curves of our TDGIL model on MovieLens 10M
and Epinions datasets.

TABLE 4. The complexity of our learning model.

Dataset Parameters Train Time  Test Time
Epinions 3.642 5 0.8
MovieLens 10M 10.289 130 7

dataset with precision, recall and F-measure metrics. More-
over, to obtain more accurate experimental results, the num-
ber of user neighbors is set from small to large, 5, 20, 35, 50,
65, 80 and 95. Fig. 6 shows the comparison performance, and
the specific results and analysis are as follows.

As seen in Fig. 6 (a), it is clear that the precision per-
formance of our learning model can significantly outper-
form the other five baseline methods. Additionally, when
the user neighbor is equal to 35, our approach achieves the
best 0.66. These results demonstrate that our model not only
has impressive rating prediction accuracy but also has good
Top-N accuracy.

Fig. 6 (b) and Fig. 6 (c) describe the comparison in terms of
recall and F-measure, respectively. In contrast with conven-
tional methods, our algorithm performs better as the number
of user’ neighbors increases. This is because the proposed
trust diffusion and global items can capture more rating infor-
mation to train the target neural network. Even compared
to the popular advanced DLM model, our method has an
obvious accuracy advantage in the rating prediction process.
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(a) Precision of all comparison methods with different user neighbors

Precision

——UCF——SGR CPMF —— BPR —— DLM — TDGIL

(b) Recall of all comparison methods with different user neighbors

\

—UCF SGR CPMF BPR—DLM — TDGIL

(¢) F-measure of all comparison methods with different user neighbors

——UCF SCR —— CPMF ——— BPR —— DLM —— TDGIL

FIGURE 6. Accuracy comparison of Top-N recommendation under
different methods.

Therefore, Fig. 6 (b) and Fig. 6 (c) above show that our
learning model has impressive performance under both recall
and F-measure indicators.

VI. DISCUSSION AND CONCLUSION

To conclude, in this paper, we proposed a novel learning
model called TDGIL to improve the accuracy of item rating
prediction in the recommendation systems. This framework
considers both user trust diffusion and global items to gen-
erate final recommendations, which consists of two stages:

170280

1) maximizing the use of item rating information in recom-
mender systems through the trust diffusion feature among
users and 2) generating predicted ratings by utilizing a global
item model based on deep learning. The empirical analyses,
over the MovieLens 10M and Epinions datasets, indicate that
the proposed approach is a more accurate and efficient neural
network training model than other advanced methods in terms
of item rating prediction. Our aim for the future is to enrich
the proposed learning model by incorporating temporal and
contextual information into the neural network training.
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