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ABSTRACT In the practical scene, object detection faces a very complicated situation. The occlusion
problem always occurs in actual scene, which may affect the accuracy of object detection, especially for
the occluded objects. For the deep models, a larger dataset with sufficient occlusion samples will improve
the performance of the object detection models. However, the sample with occlusion problem is too hard to
obtain. Therefore, a global average pooling(GAP) based adversarial Faster-RCNN is proposed to generate
the hard samples and enhance the performance of object detection algorithm. Sufficient hard samples can
be generated with the help of this model. Therefore, the object detection model can be trained adequately
for the occluded objects. The hard sample generation is carried out in the space of image feature instead
of image generation directly. The class-dependent part is obtained by the GAP network, and it is obscured
to generate the feature map of hard sample for model reinforcement training. Therefore, the better object
detection model can be trained using a conventional dataset. The Faster-RCNN is adopted as the baseline.
The Faster-RCNN and GAP have a joint training to improve the performance of the proposed model. The
simulation results exhibit the validation of the proposed algorithm.

INDEX TERMS Faster-RCNN, object detection, occlusion problem-oriented, global average pooling.

I. INTRODUCTION
Object detection is a hot topic in visual perception, which
provides the information for the image and video understand-
ing [1], [2]. It has awide range applications, such as automatic
vehicles [3], video surveillance, and robotics. The object
detection algorithm has developed from the classical methods
to deep learning based methods [4]. The classical methods
include the process of sliding window generation, image
feature extraction and classification. However, the accuracy
and speed are limited. The deep learning based methods
have enhanced the performance of object detection algorithm
to a new level, which can be categorized into two types,
namely region and region-free based algorithms. The deep
learning based algorithms make use of improved architec-
tures, larger training sets, and end-to-end training mode to
strengthen the performance of the object detect algorithm.
The representative region-based models include Region-
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based Convolutional Neural Network (R-CNN), SPP-Net [5],
Fast R-CNN [6] and Faster R-CNN [7]. The representative
region-free approaches include Single Shot MultiBox Detec-
tor (SSD) [8] and You Only Look Once (YOLO) [9].
Unfortunately, the object detection algorithms suffer from
several challenges, such as scene complexity, deformation
and occlusion [10]–[12]. Deformation and partial occlusion
problem are still a major challenge to the state-of-the-art
object detectors [13], [14]. In general, the occlusion prob-
lem can be divided into inter-class occlusion and intra-class
occlusion type problem. The object is occluded by the fixed
stuff or some other typed objects can be considered as an
inter-class occlusion problem. If the object is occluded by
the same type of object, it can be seen as an intra-class
occlusion problem which also can be seen as a crowd occlu-
sion problem [15]. For the intra-class occlusion problem,
the pedestrian detection is a popular problem due
to the application requirements, such as auto-driving,
video surveillance etc. Also, the inter-class occlusion prob-
lem occurs frequently, such as the pedestrian occluded by
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car. In order to handle these problems, various star models
[14], [16], tree models [17] and graph models [18] etc. were
employed, and achieved a better performance. For the occlu-
sion problem handling, the classical approach is the partial
detection method [19]. Since visibility estimation plays a
key role for occlusions handling, various approaches were
proposed to estimate the visibilities of parts [20]–[23] which
had improved the performance of object detection algorithm
to some extent. The artificial features of images, such as
Histogram of oriented gradient (HOG) and local binary pat-
tern (LBP) features etc., which will be fed into the classifiers
for classification. Sometimes, the boosting technology is
adopted to train kinds of detectors for specific occlusion
problem, and then the result is the output of ensemble model.
The performance of the model degrades when the object
becomes partially occluded. In order to deal with the inter-
class problem better, the joint part combination approach was
adopted which obtained the occlusion map by occlusion rea-
soning or segment results [20]. Tang et al. proposed a different
model to identify the occlusion patterns [24], Ouyang et al.
proposed an integrated framework to improve the capability
of object detection algorithm for occluded object [25], and
Pepik et al. incorporated the appearance of occluded object
directly [13]. However, these algorithms rely on the detection
scores of parts and always fail to capture the correlations of
random parts, especially for the complex occlusion patterns.
On the other hand, the time consuming is huge. For deep
learning based object detection algorithm, the typical solution
to overcome these problem is to collect large scale dataset
which contains kinds of object instances [26], such as COCO
dataset [27] which contains 10K samples under different
occlusions and deformations. However, it is believed that
some occlusions follow a long-tail distribution, namely some
occlusions are too rare to appear in large scale dataset [26],
and some occlusions occur frequently than others especially
in crowded scenes [14]. Data is an important factor affecting
the performance of deep learning model. The richness of
data determines the convergence and accuracy of deep neural
networks. Therefore, the rich type can be detected well, the
scare one may be detected bad.

However, in the conventional dataset, the frequency of
occlusion appears to be rare, especially for the scare one, and
it is always considered as the hard samples. Hard samples
are relatively indistinguishable for the deep model, which
loses partial information [26]. If kinds of hard samples are
gathered and used to reinforce the object detection model
training, the performance of object detection algorithm will
be improved. Therefore, hard samples mining is an important
research topic in deep learning. In the context of class imbal-
ance in object detectors training, on-line hard sample min-
ing (OHEM) was designed to emphasize hard samples [28].
The OHEM algorithm made use of Fast-RCNN [29] as the
baseline, which combines two fully connected layers. One
full connected layer is responsible for the scoring of the
proposed region, and the hard sample has the higher
score with larger loss value. Another fully connected layer

is adjusted by the BP algorithm according to the score
to enhance the performance of Fast-RCNN. Repulsion
Loss [30] andOcclusion-aware R-CNN [31] attempted to add
a penalty term in the loss function to reduce the gap between
the proposed region and the Ground Truth. Zhang et al.
integrated the attention mechanism to the faster-RCNN to
improve the occluded objects detection accuracy [32]. These
researches are relied on the model improvement or better
loss function participation. These approaches make use of
additional parts to improve the occluded objection detec-
tion accuracy which increase the complexity of the original
models sometimes.

A different way to improve the performance of detectors is
to better exploit the dataset which is also the source power of
deep learning. Shrivastava et al. tried to incorporate the hard
sample for training region based CovNets by hard sample
mining [28]. Recently, some studies made use of genera-
tive models to generate hard samples, such as GAN [33] to
generate as many images as possible with occlusion objects
for data enhancement. The GAN network consists of two
parts: the discrimination model and the generated model. The
two models continually reinforce each other and ultimately
improve each other’s capabilities by generation adversarial
samples through the zero-sum game theory. The adversar-
ial sample is the sample that little changes will make the
machine learning algorithm output an erroneous value [34].
However, it is not a feasible solution due to the requirement of
large scale dataset containing occluded objects. In addition,
the space of occlusion problem is huge. A-Fast-RCNN [26]
aimed to generate adversarial samples in the feature space of
deep neural network, and the random mask is compounded
with the feature to generate a new feature. These features
are then sent to the fully connected layer for scoring, and
the feature with high scores drops will be used to the hard
sample. The performance of Fast-RCNN is enhanced for
better detecting the occluded object by this way. It is an easier
operation than the image generation. However, it is a random
shelter of features without purpose inA-Fast-RCNN. Inspired
by this idea, an improved scheme is proposed to deal with
a wide range of occlusion problem in object detection. The
Faster-RCNN [7] is selected as the baseline of the object
detector, and has a fusion with the global average pooling
(GAP) [35] to gather the Class ActivationMapping (CAM) of
Faster-RCNN. Finally, the class-dependent (Class-specific)
is located in the feature of Faster-RCNN and shielded off to
generate the feature of hard sample. This feature of hard sam-
ples is used for the training of Faster-RCNN, which endows
Faster-RCNN with the ability of hard sample detection and
occlusion object detection.

II. GLOBAL AVERAGE POOLING BASED CLASS
DEPENDENT FETURE GATHERING
A. CLASS DEPENDENT FEATURE
The selection of features in pattern recognition tasks is
critical. Some important features of object are extracted to
distinguish it from other classes, namely class-dependent
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features [35]. Therefore, the purpose of class-dependent fea-
ture selection is to extract the decisive feature for the class
discrimination. For the deep learning based classifier and
detector, the hard sample can be obtained by the masking of
class dependent feature of the convolution neural network as
ref [26]. Therefore, this paper adopts the method of process-
ing the feature of convolutional neural network to obtain hard
samples and strengthen the training of the object detection
model instead of relying on hard sample image generation.
Thereby, it is especially important to locate the class depen-
dent feature. The feature of hard sample is generated by the
processing of class dependent feature.

B. GLOBAL AVERAGE POOLING
Deep learning is less interpretable than other models.
Recently there are many ways to better understand CNN by
visualizing CNN [36]. Deconvolution based feature visual-
ization is the first work in the field visual understanding of
CNN [37]. Deconvolution is used to visualize features and
explain CNN’s feature learning process and the feature char-
acteristics of each layer. Through feature visualization, the
feature extraction process of convolutional neural networks
can be understood. However, which features play a leading
role for the final classification. GAP is used to reduce the
complexity of the convolutional neural network firstly [38].
The CNN is always followed by fully connected layer. The
fully connected layer is replaced by the GAP with lower
dimension and good performance. Additionally, the GAP can
maintain a better spatial information. Therefore, the Class
Activation Mapping (CAM) technique made use of GAP
to find the class dependent feature [35], and it makes us to
visually track the crucial part of the image corresponding to
the class dependent feature. Therefore, the GAP is adopted
to analyze the extracted features by CNN, and explain which
one is the class-dependent features for the hard sample feature
generation.

For a certain CAM, it represents which partial feature
of CNN is the discriminant basis of this class, namely the
class-dependent part, and explains the basis for the model to
classify the object into a certain class. The input image is
convoluted by the filter layer by layer, and the last feature
map is followed by GAP instead of full connected layer. The
mean value of each feature map is obtained by GAP, and then
the mean values have a weighted sum as the input of softmax
function as equation (1).

Sc =
∑

k
wck

∑
x,y
fk (x, y) =

∑
x,y

∑
k
wck fk (x, y) (1)

where wck is weight of the feature map of category c. fk (x, y)
is the feature map.

After the computation of wck fk (x, y), the one with biggest
value is the class dependent section, and the heat map cor-
responding to each feature can be created. Since the size of
heat map is inconsistent with the input image, an upsampled
operation is carried out and it is superimposed on the original
image. Figure 1 shows the class-dependent portion of the

convolutional neural network obtained by GAP method and
the heat map is mapped back to the corresponding position of
the image. The highlighted portion of the CAM is the class-
dependent portion. After the obtaining of class-dependent
features, the class-dependent part of image also can be gath-
ered by CAM, which can exhibit the crucial part of the image
for classification.

III. GLOBAL AVERAGE POOLING BASED ADVERSARIAL
FASTER-RCNN
A. FRAMEKWORK OF ADVERSARIAL FASTER-RCNN
Fast-RCNNmakes use of the convolutional neural network to
extract the feature map of input image. The proposal regions
are generated according to the Selective Search algorithm [6]
and the coordinate of the proposal regions are mapped to the
feature map to get the corresponding block of feature, which
only have one convolution operation unlike RCNN [39]
convoluting for every proposal region.

Faster-RCNN includes Fast-RCNN and RPN two main
sections. RPN is the core network which is used to select
the proposal region for ROI region generation, and then a
coordinate regression and classification are carried out for
ROI region gathering instead of all regions.

Supposing the definition of object detection network is
F(X ), X is the proposal region. The two outputs of the net-
work are categories FC and coordinates of region Fl . C is
the label of X , L is the coordinate of Ground Truth. The loss
function of object detectionmodel can be described as eq. (2).

LF =Lsoftmax (Fc (X) ,C)+[C /∈ bg]Lbbox(Fl (X) ,L) (2)

where Lsoftmax is the softmax function of category, Lbbox is the
loss function of region coordinate.

Supposing the hard sample is defined asA(X ),X is the fore-
ground object feature of proposal region. The loss function of
the hard sample is defined as equation (3).

LA = Lsoftmax(Fc(A (X) ,C)) (3)

The label information of hard sample is unchanged. There-
fore, the loss function used for the hard sample is shown as
equation (4), so as to improve the robustness of the object
detection algorithm.

Ltotal = LF + LA = Lsoftmax (Fc (X) ,C)

+Lsoftmax (Fc (A (X) ,C))

+ [C /∈ bg]Lbbox (Fl (X) ,L) (4)

where,

Lbbox =
∑

i∈(x,y,w,h)
smoothL1(tui − vi) (5)

The loss function of RPN is defined as equation (6).

L ({pi} , {ti}) =
1
Ncls

∑
i
Lcls(pi, p∗i )

+λ
1
Nreg

∑
i
p∗i Lreg(ti, t

∗
i ) (6)
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FIGURE 1. Global average pooling.

where pi is the predicted probability of each anchor, p∗i
represents whether the anchor is foreground or background,
ti and t∗i are the coordinates of foreground anchor and Ground
Truth, Ncls is set as 256, Nreg is about 2000 and λ is set to 10.
The parameters is set according to ref. [6].

B. FUSION OF FASTER-RCNN AND GAP
Faster-RCNN is adopted as the baseline of object detector.
The input image is convoluted by filters, and the RPN net-
work is used for the proposal region selection. The ROI
Pooling layer has a fixed size feature map for classification
and regression, and gets the detection result. It is a standard
training process of Faster-RCNN. The GAP part is added to
the model as figure 2. The ROI Pooling layer is followed by
GAP part to gather the class-dependent feature. The class
dependent feature coming from the GAP will be removed
from feature map channel to generate the feature of hard
sample which is used for the model training. The GAP and
Faster-RCNN are trained jointly.

In the training of GAP, partial parameters of Faster-RCNN
are fixed and GAP is trained as a classifier. Since, there is
only one full connected layer in GAP, a 3∗3 and 1∗1 filters are
added before the GAP to overcome the unfitting phenomenon
as figure 3.

The loss function of GAP training is as equation (7).

Loss = Lsoftmax(G (X) ,C) (7)

where G (X) is the output of GAP, C is the label.
In order to exhibit the effect of the fusion of GAP and

Faster-RCNN intuitively, all the ωck corresponding to the
detected categories are gathered, and the weighted sum of
them and the feature maps of corresponding proposal region
are obtained. After the training, the weights of each category
are extracted and sum them with the corresponding feature
maps to obtain CAM.

Since the size of the result is inconsistent with the fea-
ture map, it needs to be upsampled and superimposed on
the original image. The final results are shown as figure 4.
In figure 4, the first column is the input image with bounding
box, the second column is the proposal region with CAM
indication, the third column is the feature map of proposal
region in Faster-RCNN fusedwith GAP and the highlight part
is the class-dependent part.

The training of the proposed model contains the pro-
cess of Faster-RCNN and GAP training as shown in
Algorithm 1. The Faster-RCNN is trained firstly, and then
the GAP is trained based on the pre-trained Faster-RCNN.
Then, the Faster-RCNN and GAP are pre-trained completely.
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FIGURE 2. Framework of the proposed scheme.

FIGURE 3. GAP fused with faster-RCNN.

Then, the GAP and Faster-RCNN are trained jointly. Namely,
the GAP is with fixed parameters when the Faster-RCNN
is in training, and then the Faster-RCNN is with the fixed
parameters when the GAP is in training. The pseudocode of
the proposed algorithm is shown in Algorithm1.

C. MULTI-SCALE FEATURE FUSION
The feature size of each foreground object X is d∗d∗c, d is
the width and length of feature map, and c is the number
of channels. For traditional Faster-RCNN, the feature map
size is 7∗7. In this paper, the 7∗7 feature map is also used

for the hard sample feature generation with 512 channels,
which is sent to the GAP to obtain the class-dependent
part. Then, the class-dependent part is set to 0 in order to
generate the hard sample feature. The 7∗7 class-dependent
partial feature maps are mapped to a fixed length vector,
and the 5∗5 and 3∗3 feature maps are also generated and
mapped to the corresponding length vector. The three sizes
vectors are combined to achieve feature fusion [5], and then
the fused feature inputs to the full connected layer for clas-
sification and regression which increases the richness of
features [40].
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FIGURE 4. CAM of region proposal based on GAP.

Algorithm 1 Pseudocode of the Proposed Algorithm
1. Pre-trained Faster-RCNN

1) RPN training based on the pre-trained model by
ImageNet
2) Proposals collection based on RPN
3) Fast-RCNN training firstly
4) RPN training based on the training of Fast-RCNN
5) Fast-RCNN training again

2. Pre-trained GAP
GAP training based on the Pre-trained Faster-RCNN

3. GAP and Faster-RCNN training jointly
For i =1 to n

1) GAP training
2) Faster-RCNN training

End For

IV. SIMULATION STUDIES
A. PRAMETERS SETTING
In order to testify the performance of the proposed scheme,
the PASCAL VOC and COCO datasets are adopted. The
PASCAL VOC is a benchmark for object classification and
detection of visual models [41], includes 20 categories, such
as human, animals (birds, cats, cows, dogs, horses, sheep),
vehicles (aircraft, bicycles, boats, buses, cars, motorcycles,
trains), and indoors (bottles, chairs, dining tables, Potted
plants, sofas, TV). The VOC2007 includes 5K images for
training and 5K images for testing. The COCO dataset is
proposed by Microsoft team for the evaluation of image
detection and segmentation task. The COCOdataset hasmore
than 200,000 images and 80 object categories. All object
instances are labeled with a detailed split mask, and there are
more than 500,000 object entities with label. The COCO data
set is much larger than the PASCAL VOC with more object
types and it is more difficult for the visual task.

The Tensorflow framework is adopted to implement the
entire algorithm with Cuda version is 9.2, and the cudnn
version is 6.1. The image is processed by OPENCV3.4.1.

FIGURE 5. Diagram of multi-scale feature fusion.

The hardware system is configured with a 11GNVIDIAGTX
1080ti graphics card, Inter Xeon (R) E5-1620 (3.50GHz,
8 core) CPU, 16G RAM.

A pre-trained model by ImageNet is adopted to initialize
the VGG network. The GAP shares the VGG and RPN net-
works with the Faster-RCNN. In the experiment, it was a
crucial step to pre-train the class-dependent feature extraction
part. According to Faster-RCNN’s two-step training method,
Fast-RCNN and RPN network have a joint training firstly.
Then, the pre-trained Faster-RCNN is used to pre-train the
class dependent feature extraction part. After 7K iterations,
the GAP network can extract the feature of class-dependent
part. The loss value of GAP part training is shown in figure 6.

Subsequently, the pre-trained GAP is jointly trained with
the Faster-RCNN. The specific details are as follows: the
weights of the Faster-RCNN are fixed when the GAP is in
training, and the parameter of the GAP part are fixed when
the Faster-RCNN is in training, and the training process is
alternately performed. The model is trained by an end-to-
end mode. The 7∗7, 5∗5 and 3∗3 feature maps are obtained
after the RPN network, and the 7∗7 feature maps are sent
to the GAP to obtain the class-dependent part. And then,
the class-dependent part is set to 0 in order to generate the
hard samples. The feature of hard sample is fused with the
other two size maps to train the Faster-RCNN.

TheMomentum optimizer is used in Faster-RCNN, and the
Adam is adopted for the training of GAP. During the joint
training process, the learning rate of Faster-RCNN is initially
set to 0.0001 when training on the VOC2007 data set, and
is attenuated to 0.00001 after 30,000 training iterations. The
momentum value is set to 0.9. The learning rate of GAP is
set to 0.00001. In joint training, the initial learning rate is
set to 0.0001 and decays to 0.00001 after 30,000 training
iterations. During the training, the minibatch size is set to 2,
resulting in 256 recommended areas. The three parts are each
trained for 70,000 iterations, and consumes about 20 hours.
The parameter settings trained on the COCO data set are
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FIGURE 6. The loss value of GAP.

the same as the training parameter settings on the VOC data
set. Due to the large amount of data in the COCO dataset,
the three parts are trained 320,000 iterations respectively, and
the learning rate began to decay after 280,000 iterations. The
entire training process consumes about 90 hours.

B. EVALUATION METRICS
The universal evaluation metrics are adopted in his paper.
True Positive (TP) means that the positive samples are pre-
dicted as positive one. False Positive (FP) means that the
negative samples are predicted as the positive one falsely.
False Negative (FN) means that the positive samples are
predicted as the negative one correctly. According to detec-
tion results, the precision can be computed by the following
equation:

PrecisioniC =
TPiC

TPiC + FPiC
=
TPiC
NiC

(8)

AvePrecesionC =

∑
image PrecisioniC
NC image

(9)

mAP =

∑
C AvePrecisionC

Nclasses
(10)

where iC is the object label in an image, NiC is the object
number in an image, PrecisioniC is the detection precision
for class C in single image, NC image is the object number of
class C in the dataset, AvePrecesionC is the average precision
of class C in the dataset, Nclasses is the class numbers in
the dataset, mAP is the mean average precision for all types
object.

C. ABLATION STUDY
In order to investigate the effectiveness of the GAP part and
fusion module, the ablation studies are carried out based on
the VOC2007 dataset.

According to figure 2, the Faster-RCNN is adopted as the
baseline of thismodel. Therefore, thismodel will degrade into
Faster-RCNN when the GAP and fusion model are removed
from the proposed model. The results are shown in Table 1
(FO is the failure detection sample with occlusion).

TABLE 1. The ablation studies based on VOC2007 data set.

1) EFFECTIVENESS OF THE GAP PART
The GAP part is the key module for hard sample generation.
With the help of GAP, the dependent feature of specific
categories will be gathered, and the feature of hard sam-
ples can be obtained by feature fusion without the depen-
dent feature. Therefore, the Faster-RCNN can be trained by
more samples, especially with more hard samples. According
to Table 1, the effectiveness of the GAP can be observed.
Compared with traditional Faster-RCNN, the model with
GAP can improve the object detection accuracy, especially
for some occluded objects. For Faster-RCNN, the detec-
tion failure samples consist of 99% occluded objects. With
the help of GAP, the occluded objects can be detected
properly.

2) EFFECTIVENESS OF THE FEATURE FUSION
According to figure 5, the feature fusion module integrates
features with different scales. By the integration, there will
be many rich features used for classification to improve the
detection accuracy as Table 1. However, the improvement is
limited, some occluded objects are also hard for detection due
to the absence of GAP part.

3) EFFECTIVENESS OF THE PROPOSED MODEL
By the integration of GAP and feature module into traditional
Faster-RCNN, the sample number is increased especially
for the hard samples, and the features used for classifi-
cation become richer. Therefore, the objection detection
accuracy is improved especially for the occluded objects
as Table 1.
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FIGURE 7. The comparison of the accuracy improvement of the object detection for each category.

TABLE 2. The detection results comparison on VOC2007.

D. EXPERIMENTAL RESULTS
For the conventional object detection algorithm, the purpose
of the improvement is to enhance the mAP with some
improved architectures, and got an impressive promotion.
For example, SubCNN [42] made use of a complex

FIGURE 8. The visualization of class dependent feature masking.

subcategory classifying layer to detect the object. Although
the performance of the algorithm is improved, it doesn’t
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FIGURE 9. The detection results of VOOC2007 DATASET.

face the occlusion problem. For the occluded object detec-
tion problem based on deep learning technique, detection
model improvement is also the first choice for the researchers.
A compound loss function is defined to evaluate the occluded
object which is called repulsion loss [30]. The new loss
contains the attraction of ground truth and the repulsion of
surrounding objects. Although it has got a promising results,
the complexity of the model is increased. A direct way is
to increase the scale of dataset, especially for the proportion

of occluded objects. The performance of Faster-RCNN for
occluded objects detection may be improved by the augment
of dataset. Therefore, a comparison is carried out based on
the coco dataset for the common occluded objects detection.
Table 2 shows the performance of different object detection
models and the proposed method on the VOC2007 data set.
It can be seen from Table 2 that the accuracy based on the
global average pooling against other models is improved,
except for the SubCNN. It has the same performance
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TABLE 3. The detection results comparison on COCO.

as SubCNN. Compared with A-Fast-RCNN, the accuracy
is also improved. The backbone network also affects the
performance of the object detection algorithm which decides
the capability of feature extraction. Faster-RCNN(ReIm) is
a re-implement of Faster-RCNN by ref [30] which adopts
the ResNet50 as the backbone network. The re-implement
Faster-RCNNwith ResNet50 backbone network got a perfor-
mance of 79.5%mAP. With the help of Repulsion loss func-
tion, the Faster-RCNN(ReIm) got a 79.8%mAP. Therefore,
compared with Faster-RCNN(ReIm), the performance of our
algorithm is worse due to capability of backbone network.

The proposed method is evaluated by anther data set
COCO. Table 3 shows the performance of some object detec-
tion models and the proposed method based on the COCO
dataset. For conventional object detection algorithm with
VGG backbone network, the performance of our model is
promising. With the help of backbone network, the object
detection algorithms get a better feature extraction capability.
Therefore, a deeper backbone network (Google, ResNet101)
can improve the performance of conventional object detection
algorithm.

Figure 7 shows the comparison of the accuracy
improvement of the object detection for each category by
A-Fast-RCNN and our proposed method. Figure 7 (a) is the
accuracy improvement of each category detection by A-Fast-
RCNN, and Figure 7 (b) is the accuracy improvement of each
category detection by our proposed method. It can be seen
that both methods have a greater accuracy improvement in
the detection of bottle, cat, etc., because these objects are
occluded at a higher frequency in the data set. However,
for some object such as boat, bus etc., the improvement is
limited. Because they are always without blocking the view.
Compared with A-Fast-RCNN, the proposed method does
not have a higher improvement of detection accuracy than
A-Fast-RCNN, but it is more stable than A-Fast-RCNN. For
example, A-Fast-RCNN’s detection accuracy for sheep is
reduced by 4.4%, and the detection accuracy of the boat is
reduced by 3.0%, which is a large performance degradation.
The maximum amplitude of performance degradation for our
method is about 0.3%. therefore, the proposedmethod ismore
stable.

Figure 8 is the visualization of the class dependent feature
masking process for the proposal region base on VOC 2007.

In figure 8, the first column image is the proposal region
image, the second column is the positioning of the class
dependent part in the feature by theGAP, and the third column
is the feature map of masking the class dependent part.

Figure 9 shows the detection of occluded object selected in
the VOC2007 data test set. The first column (a) is the detec-
tion results by the conventional Faster-RCNN, and the second
column (b) is the detection results by the proposed algorithm.
For the picture (a1), the conventional Faster-RCNN takes the
cat for a dog due to half of the cat’s face was occluded, and
the proposed model successfully detected the cat as (b1).
For the picture (a2), conventional the Faster-RCNN cannot
detect the cat caused by the occlusion of window’s fence.
The improved Faster-RCNN can successfully detect the cat
as (b2). For the picture (a3), there is severe occlusion problem
of people. Therefore, only three persons are detected for the
traditional Faster-RCNN. For the proposed algorithm, the five
persons are detected completely. The picture (a4) also misses
a plottedplant by Faster-RCNN, and it is detected the pro-
posed model. For the conventional Faster-RCNN detection
results, the missed one is marked by the green boxes.

V. CONCLUSION
There are many difficulties in the object detection task, such
as occlusion, illumination, etc., leading to missed detection
and false detection. Some methods are often devoted to data
enhancement by augmenting data sets to enhance the per-
formance of object detection model. In this paper, a global
average pooling based adversarial Faster-RCNN is proposed,
which makes use of the class dependent feature selection and
masking to generate hard sample feature. The reinforcement
training of the hard sample, the performance of occluded
object detection of Faster-RCNN is improved. Therefore,
we can make use of a conventional dataset to train a better
object detection model.

Although the experiments show a promising results for
the proposed scheme, there are also some shortcomings. The
speed is still a common problem related to the region-based
object detection algorithm. Besides, in the analysis of class
dependent part, the partial occlusion of feature is not effective
for some objects due to the correlation of foreground and
background. Therefore, the auxiliary semantic analysis will
be our future works.
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