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ABSTRACT Entity linking refers to the task of aligningmentions of entities in the text to their corresponding
entries in a specific knowledge base, which is of great significance for many natural language process
applications such as semantic text understanding and knowledge fusion. The pivotal of this problem is how
to make effective use of contextual information to disambiguate mentions. Moreover, it has been observed
that, in most cases, mention has similar or even identical strings to the entity it refers to. To prevent the
model from linking mentions to entities with similar strings rather than the semantically similar ones,
in this paper, we introduce the advanced language representation model called BERT (Bidirectional Encoder
Representations from Transformers) and design a hard negative samples mining strategy to fine-tune it
accordingly. Based on the learned features, we obtain the valid entity through computing the similarity
between the textual clues of mentions and the entity candidates in the knowledge base. The proposed
hard negative samples mining strategy benefits entity linking from the larger, more expressive pre-trained
representations of BERT with limited training time and computing sources. To the best of our knowledge,
we are the first to equip entity linking task with the powerful pre-trained general language model by
deliberately tackling its potential shortcoming of learning literally, and the experiments on the standard
benchmark datasets show that the proposed model yields state-of-the-art results.

INDEX TERMS Entity linking, natural language processing (NLP), bidirectional encoder representations
from transformers (BERT), deep neural network (DNN).

I. INTRODUCTION
The Internet has entered the era of information explosion,
and the problem of overloading information has brought
enormous challenges to retrieval. Extracting the massive
amounts of information into a structured knowledge base is
the key to solve this problem. At the same time, the structured
information obtained through information extraction may be
redundant and erroneous to a certain extent, and due to the
high ambiguity of natural language, it is very significant to
connect network data with knowledge base to ensure infor-
mation quality and understand the semantic information of
network data. For now, a large number of knowledge bases
represented by Wikipedia appear on the Internet, and they
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describe knowledge as a network of entities and relations.
Linking natural language text in the web pages with entries
in the knowledge base not only facilitates users to access, but
also improves the accuracy of searching and the relevance of
the answers.

Entity Linking (EL) aims at solving such problem,
whose task is to associate a specific textual mention of an
entity in a given document with an entry in a large tar-
get catalog of entities, commonly referred to a knowledge
base (KB). Through EL, we can eliminate inconsistencies
such as entity conflicts and unclear directions in heteroge-
neous data, then a large-scale unified knowledge base can
be created to help machines to understand heterogeneous
data from multiple sources and form high-quality knowl-
edge. And this makes EL one of the primary tasks in the
Knowledge-Base Population (KBP) track at the Text Analysis
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FIGURE 1. Examples for entity linking.

Conference (TAC) [1], [2] which is of great importance in the
field of natural language process (NLP). On the one hand,
EL helps people to better understand the meaning of the
information they browse, and on the other hand, it can help to
build an entity-centric information network and promote the
development of the Semantic Web. EL has become a central
component in building knowledge bases [3], [4] and is crucial
for enhancing downstream NLP tasks such as information
extraction [5], question answering [6] and search [7].

The target of EL is the entity phrases in the documents
containing people, place and institution names which are
called mentions in the study. And in the study of entity
linking, given a mention m and the entity e in the KB that
it refers to, we call m the referential mention of e and e the
referred entity ofm. In fact, a referred entity often has various
expressions when mentioned in different contexts, such as
full name, alias, abbreviation, etc., so that its mentions may
involve a much larger number of listed words. In Fig. 1, for
example, the entityWashington, D.C (e1) is described both in
the sentence s1 and s2 with two distinct mentionsWashington
and D.C respectively. While, remarkably, a mention in the
text may also refer to multiple entities in the KB due to
the internal ambiguity of natural language. As illustrated
in Fig. 1, the same mention Washington (m1) that appears in
different sentences (s1, s3, s4 ) may refer to the capital of the
United States, the first president of American or the State of
Washington. Therefore, the main challenge of EL is to solve
the uncertainty of mentions and entities.

On the other hand, it is worth noting that with the boom-
ing development of deep neural networks (DNN) in nat-
ural language processing (NLP), many DNN models have
shown excellent representation learning ability. Nowadays,
the distributed representation of natural language text will
not be susceptible to variations of wording or syntax used to
express the same idea and the length of phrases, moreover,
the representation of the same phrase can vary with its cur-
rent semantic. Inspired by this, we found that the ambiguity
problem of EL can be well solved as long as the distributed

representation of mentions and entities can be established in
a unified semantic space, so that the referred entity can be
obtained by comparing the similarity of the representation
vectors learned through DNN between mention in the text
and candidate entities. Furthermore, the recent emergence
of pre-trained language models in NLP has brought a bril-
liant solution to this problem. Instead of training the dis-
tributed representation of entities and mentions from scratch,
researchers can fine-tune the pre-trained models that have
been trained on large-scale corpus in a way that fits their
tasks, then the semantic embedding of mentions and enti-
ties in the same continuous space can be acquired rapidly.
Based on the above findings, we propose to get the men-
tion and entity representation in a unified semantic space by
fine-tuning the pre-trained model, and conduct entity linking
with the learned embeddings.

To sum up, the main contributions of this work are:

(i) We propose an entity linking model based on BERT,
which introduces the idea of pre-training language
model into entity linking study. As far as we know,
this is the first work using embeddings fine-tuned from
BERT for EL.

(ii) We design a hard negative samples mining strategy for
choosing the negative samples during the fine tuning
of BERT, which drives the model to link mentions and
entities with similar semantic information instead of
similar strings, the strategy is proved to be efficient in
the experiments later.

(iii) We perform experiments on the benchmark datasets
CoNLL 2003 and TAC 2010 with accuracy of 95.04%
and 90.34% respectively, which is state-of-the-art.
What’s more, the experiments results show that our
model is comparable with some SOTA model using
only the semantic features learned from BERT.

The rest of this paper is organized as follows. In Section II,
we introduce the entity linking and give a brief review of
text representation in NLP. In Section III, we present the
benchmark datasets used in this work. Section IV describes
the key modules in our model. Section V presents the detailed
settings and processing of the experiment, along with the
experiment results and analysis. We draw our conclusions in
Section VI in the end.

II. RELATED WORK
A. ENTITY LINKING
Linking mentions in the text to a flat set of entities in
KBs (e.g., Freebase, Wikipedia) is a long-lasting task in
NLP [8]–[11]. During the research, it was found that entity
linking is associated with some traditional NLP tasks. Firstly,
EL is based on the results of named entity recognition (NER)
tasks. After entities in the natural language text are iden-
tified by NER, the task of entity linking is to link these
entities to specific entries in the knowledge base. Hence,
some researchers [12], [13] proposed to conduct NER and
EL jointly to make these two tasks mutually reinforcing.
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Secondly, the difficulties of entity linking is to solve the
ambiguity of natural language, which is similar to the study of
word sense disambiguation (WSD). However, WSD is used
to solve the specific meaning of a word (rather than a named
entity) in the context, while EL must point out the entry the
word referred to in the KB. What’s more, the sense inventory
of words is complete, but the knowledge base is not. Thirdly,
coreference resolution, which is the task of finding multiple
references to the same object in the document, is just like the
entity linking task without knowledge base. The difference
between them is that the former requires only to cluster
the mentions that refer to the same object in the document
(represent a real entity), but the latter needs to further map to
an entity in the KB. Finally, entity linking are often confused
with entity alignment (also called record linkage). Entity
alignment is the task of matching records between several
existing databases or knowledge bases that refer to the same
entities. In this study, the entities in the knowledge base
themselves have a plenty of structured attribute information
to determine whether they can be aligned. Entity linking is the
process of aligning named entities in unstructured text whose
feature information requires extra strategies to extract.

The crucial problem of EL is to find feature representa-
tion of mentions and entities in the candidate entity ranking
process, which is the fundamental task for the entity linking
system. Feature representation is treated as the evidence to
sort the candidate entities and select the appropriate entity
as the referenced mapping entity for the mention. It can be
divided into two categories. The context-dependent features,
such as a suitable text window around the mention in the
document [14], [15] and the whole [16] or the first description
paragraph [17] of its Wikipedia page for each candidate
entity, etc. The context-independent features, which just rely
on the surface form of the mention and the knowledge about
the candidate entity, can be the string comparison between
the mention and the candidate entity [15], [18], the entity
popularity (the prior probability of the appearance of a candi-
date entity) [19] or the entity type [20], [21] to constrain the
behavior of an entity linking system, and so on.

Fortunately, with the development of text representation,
we can use word vectors to take the place of complex manual
feature engineering to represent the semantic information
of text. In sight of this technique, the semantic features of
mention and entity can be embedded into the same vector
space for comparison. Learning the representations of men-
tions and entities for EL has been addressed in past literature.
Sun et al. [22] depict semantic representations of mention,
context and entity and then effectively leverage these vec-
tors in the same continuous space for entity disambiguation.
Cao et al. [23] present a multi-prototype mention embedding
model that proposes a novel concept named mention sense to
bridge the text andKB by jointly trainingwords from contexts
and entities derived from the KB to deal with the ambiguity
in the EL task. Yamada et al. [24] describe a DNN model
that collectively learns distributed representations of natural
texts and entities in the KB to handle various NLP tasks

including EL. These researches all used themethod of retrain-
ing the existingword embeddingmodel (e.g., word2vec) from
scratch to obtain the representation of the mention and entity
in the same semantic space.

B. FROM TEXT REPRESENTATION TO PRE-TRAINED
LANGUAGE MODEL
In the field of NLP, text representation is the first and pivotal
step. This transformation is necessary because the digitization
of text features is the fundamental part to enable automated
processing of the computer.

There is a long history of text representation, and we
briefly review it. At the beginning of text representation,
the researchers used discrete representation like one-hot cod-
ing method and bag-of-words model. They are simple and
easy to imply, but the representation is sparse with high
dimension and does not consider the sematic information
of words in the sentence. As a result, text representation
turns to the method of distributed representation [25]. The
Neural Network Language model (NNLM) [26] was pro-
posed in 2003, whose intermediate product, namely word
embedding matrix, is just the text representation vector we
expect to get. In this way, word embeddings are obtained
by training a language model on a large-scale corpus, and
one of the most widely used and well-known representative
work is the word2vec [27]. The work fully proves that the
distributed representation in the low-dimensional space not
only solves the dimensional disaster problem but also mines
the association between words, thus improving the semantic
accuracy of vectors.

However, with the increasing complexity of the NLP task
and the higher accuracy requirements for word embedding,
the shortcomings of word2vec revealed, that is, the inability
to solve the problem of polysemy. In other words, for the
same word, even if it has different meanings in the context,
its vector is unchanged. It is unacceptable for many NLP
missions because incorrect semantic information in the vec-
tors can lead to fatal errors in downstream tasks. Therefore,
researchers began to train word vectors with context, such as
ELMOmodel [28] whose main idea is to introduce context as
new features in the second stage after network structure is pre-
trained in the first stage to dynamically adjust embeddings of
words. This feature-based pre-training method has achieved
good results in solving the problem of polysemous words.

In fact, in the field of computer vision, researchers have
repeatedly shown the value of transfer learning through pre-
training model, for instance, many works have demonstrated
the effectiveness of fine-tuning models pre-trained with Ima-
geNet [29], [30]. Draw inspiration by this, NLP researchers
have proposed line of work [31]–[33] lately which involves
pre-training a neural network using a language modeling
objective and then fine-tunes it on a target task with supervi-
sion. This breakthroughmakes NLP applications easier, espe-
cially for those who don’t have sufficient data or equipment
to build an NLPmodel from scratch, which saves a lot of time
and computing resources.
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FIGURE 2. The Architecture of our proposed entity linking model.

Among these works, the most popular pre-training general
language model is BERT (Bidirectional Encoder Representa-
tion from Transformers) [34], which is the first deeply bidi-
rectional, unsupervised language representation, pre-trained
with the BooksCorpus (800Mwords) andWikipedia (2,500M
words) on 4 Cloud TPUs in Pod configuration (16 TPU chips
total) for 4 days. BERT’s key technical innovation is applying
the bidirectional training of transformer, a popular attention
model, to get text representations and then the pre-trained
BERT network can be fine-tuned as the basis of a new
purpose-specific model. In the associated paper, it is demon-
strated that BERT achieves state-of-the-art results on 11 NLP
tasks, including question answering and language inference.
In this approach, a pre-trained neural network produces word
embeddings which are then used as features in NLP models.

III. DATASETS
We describe the datasets with which we evaluated our entity
linking model as follows and Table 1 summarizes properties
of them.

CoNLL 2003 The CoNLL dataset is a popular EL dataset
constructed by Hoffart et al. [35]. It consists of hand-
annotated proper noun annotations with corresponding enti-
ties in YAGO2 for 1393 Reuters newswire articles. The
dataset is based on the data for the CoNLL-2003 shared task
and split into train, test-a and test-b, containing 946, 216,
and 231 documents respectively. For the three sets, we only
consider mentions with a valid entry in the KB and get a total
of 27816 mentions. We trained our model with the training
set and tuned the parameters according to the performance
on test-a set, which was treated as the development set. Then
we reported the standard micro and macro accuracies of the
entity linking task on test-b set.

TAC 2010 The TAC 2010 dataset is another widely
used EL dataset constructed for the Text Analysis Confer-
ence (TAC). It includes news from various agencies and web

TABLE 1. Datasets properties.

log data and divides them into training set and test set, con-
taining 1043 and 1013 documents each. Similar with CoNLL
data, we keep only the mentions with a valid entry in the KB
to train the model. Themodel was trained with the training set
and tested on the test set, besides, we random sample 20%
data from the training set as development set for tuning the
parameters.

IV. METHOD
The network architecture of our model is shown in Fig. 2.
The input of BERT is comprised of two parts as sentence A
and sentence B. In our task, sentence A is the concatenation
of the mention with the context in which it appears, while
sentence B is the entity from among the entity candidate list.
We fed the inputs into BERT, and got the special classifi-
cation feature [CLS], the fine-tuned embedding of mention
with context and entity and their dot product as the BERT
features. Specifically, the [CLS] feature is learned via BERT
to indicate the relation of sentence A and sentence B. And for
further improvement and comparison, we add several other
features which have been proved to be effective in previous
work. Finally, we trained an entity disambiguation network
with these features to get the referred entities for mentions.
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FIGURE 3. The network for fine-tuning BERT.

The key modules of the model will be described in detail
in the following sections.

A. TASK FORMULATION
For EL, given a KB containing a set of entities E =

{e1, e2, . . . , ej}, a text corpus C = {d1, d2, . . . , dn} which
consists of documents and each document d1 contains a list
of mentions M = {m1,m2, . . . ,ml}. The goal of our task is
to assign each mention mi ∈ M in the document a KB entity
ei ∈ E , and we use English Wikipedia as the KB in this work
in which each entity has a unique entity string and ID in the
knowledge base according to its properties.

Considering the large size of the corpus, to retrieve the
entity that the mention refers to, the first step is to generate an
entity candidate list Le. So that, our task is reduced to choose
the best option in Le. Consequently, the second crucial step
is the entity disambiguation part where we calculate a score
between the given mention m and the candidate li ∈ Le to
determine the best link.

Formally, given a text corpus C and a textual mention m ∈
C , we define the goal of EL as finding the best link lbest ∈ Le:

lbest = argmaxli∈Le P(li|m, ct) (1)

where P(li|m, ct) is the probability of linking m to li given m
and its context ct .

B. FINE-TUNING OF BERT
Found in the previous studies, it is essential to embed men-
tions and entities into the same semantic space constraining
similar mentions and entities being close to each other, while
dissimilar ones being far away.

In this work, as shown in Fig.3, we learn the embed-
dings by fine-tuning the Google BERT model with a large
number of mention-entity pairs from the English DBpedia
abstract corpus [36], an open corpus of Wikipedia texts with
entity annotations manually created by Wikipedia contrib-
utors. We train our model by iterating over the texts and
mining the mention-entity pairs in the corpus. In the original

BERTmodel, they utilize the next sequence prediction (NSP)
strategy where two sentences A and B are fed into the model
to predict whether B comes following A or not. This strategy
drives the model to learn better embeddings of both tokens
and sentences by mining their semantic information.

Some tricks are developed in constructing the training data
of our model to make the training process more reasonable.
Firstly, due to mention surfaces in various context may link
to different entities, as shown in Fig.1, Washington can be
linked to the president or the city according to its context
information, we take the sentence containing the mention as
the context information to form part of sentence A. Secondly,
when there are multiple mentions in a sentence, the model
will be confused at which mention we are interested in.
To address this problem, we set the sentence A as the union of
themention and the sentence it lies in, which both includes the
context information and emphasizes the mention. Generally
speaking, we fine tune the model by treating the mention and
its context as sentence A while the entity as sentence B, and
they are separated with a special token ([SEP]). We convert
sentence A and B to indices I and segments S, the indices
I represents the id of each token of the sentences in the
dictionary of BERT, while the segments S indicates which
sentence each token belongs to. The label of mention-entity
pair is 1 if there exists a link between the mention and
entity and 0 otherwise. Similar with NSP, we predict the
relation of mention and entity by adding a fully-connected
layer and softmax on top of the [CLS] features from BERT,
which is used as a classification signal. For details, the algo-
rithm to learn the embeddings by fine-tuning BERT is shown
in Table 2.

C. HARD NEGATIVE SAMPLES MINING IN FINE-TUNING
Fine tuning the BERT model with EL task brings some new
problems according our experiment. It has been observed
that, in about 80% of cases, mention has similar or even iden-
tical strings to the entity it refers to. Under this circumstance,
the model will tend to choose a string similar entity over a
semantically similar one to link with the mention. Since the
NSP task requires balanced data, which means 50% of the
training data should be positive meaning that the mention
in sentence A refers to the entity in sentence B, and the
other 50% data being opposite. In other words, we have to
construct a reasonable negative sample for each positive ones.
Based on the situation of entity link data described above,
we believe that if we select the entity of most similar string
with the mention as the negative sample, our model would be
driven to mining more semantic information during training.
According to all these analyses, we propose a hard negative
samples mining strategy which tries to find the most difficult
negative sample to distinguish from the corresponding posi-
tive one from 957027 entities for each mention. Specifically,
its main idea is that when the mention is identical to the
ground truth entity, we select the candidate entity which has
most similar strings with the ground truth as negative sample,
in the opposite case, we take the mention as negative sample.
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TABLE 2. The algorithm to fine-tune BERT.

For example, the mention ‘Reuters’ in context ‘There
is work on arranging such a meeting hosted by President
Mubarak,’’ one PLO official, who requested anonymity, told
Reuters.’ is the same as the ground truth entity ‘Reuters’.
In this case, we regard the candidate entity ‘Reuters Group’
which is the most similar entity with the mention according
to string similarity as negative sample. When it comes to the
opposite situation, for instance, the mention ‘Bill Jordan’ in
context ‘Bill Jordan, general secretary of the International
Confederation of Free Trade Unions (ICFTU), told a news
conference the withdrawal of a WTO invitation to ILO direc-
tor general Michel Hansenne was ‘‘outrageous behaviour on
the part of an organisation that wants to command respect
in the world’’.’ is not the same as the entity ‘Bill Jordan,
Baron Jordan’ which it refers to, so we treat the mention
‘Bill Jordan’ as negative sample. In this way, it is possible to
effectively avoid the tendency of the model to choose a string
similar sample with mention as linking object in the fine
tuning process, and thus drives the model to deeply explore
intrinsic semantic information.

D. ENTITY CANDIDATE GENERATION
For the candidate generation part, the recall of the candidate
generation method is an important indicator which points out
whether we miss the ground truth entity in the candidate list,
so we define it as the proportion of candidate list containing

the ground truth entity to the total candidate lists. Intuitively,
the upper limit of entity linking accuracy is the recall of candi-
date generation method, when all the mentions are linked to
their ground truth contained in the candidate list. Generally
speaking, the recall would be high when the candidate set is
large enough, one extreme situation is including all entities as
candidate for any mention so that the recall goes up to 100%.
However, large candidate set is computationally expensive
and brings much redundant information. After comprehen-
sive tradeoff, we decided to generate 30 candidates for each
mention.

We use the candidate generation method proposed in [39]
for the sake of compatibility with their state-of-the-art results.
For the CoNLL 2003 dataset, we generate candidate enti-
ties by looking up two different mention-entities dictionaries
built using: 1) a public dataset proposed in [40] (denoted
as PPRforNED1) and 2) a standard YAGO.2 For the TAC
2010 dataset, we built a dictionary based on the prior data rep-
resenting the probability of a mention referring to an entity,
which was generated from the English Wikipedia dump3

with the version of 20190601 (earlier versions are no longer
available). The prior probability of a mention m linking to an
entity e is denoted as Om,e

Om,∗
, whereOm,e is the count of mention

m referring to entity e, and Om,∗ is the total occurrence of
mention m, regardless of which entity it refers to. After that,
entities are sorted by the prior probability to associate with
the mention, then we take the top 30 entities as candidates
of the mention. The final recall of the candidate generation
was 100% and 94.8% on the test sets of the CoNLL 2003 and
TAC 2010 datasets, respectively. It should be noted that there
exist some errors in the PPRforNED dataset,4 we did not
fix them for fair comparison with other methods since fixing
them would improve the model performance slightly.

E. ENTITY DISAMBIGUATION
The entity disambiguation was addressed by a multi-layer
perceptron (MLP)with two hidden layers. Ourmodel predicts
the association of all the candidate entities with the mention
at once instead of individually. The reasons are as follows.
Firstly, the key disambiguation step in entity linking is to
predict the correlation between the mention and each entity
in the candidate list. For a model with 30 candidate entities,
each mention needs to be predicted 30 times if we attempt
to predict the association of each entity separately, which is
much less efficient than predicting that of 30 entities at one
time. Secondly, for the entities in the candidate list, all of them
have a relatively high probability of being associated with the
mention. Taking all candidate entities into account at once,
the remaining 29 candidate entities can be used to assist the
learning and prediction of the ground truth entity. To some

1https://github.com/masha-p/PPRforNED
2https://www.mpi-inf.mpg.de/departments/databases-and-information-

systems/research/ambiverse-nlu/aida/downloads/
3https://dumps.wikimedia.org/enwiki/20190601/
4https://github.com/masha-p/PPRforNED/issues
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TABLE 3. Algorithm of the entity disambiguation module.

extent, it is similar to a complex Siamese network, and its
performance is better than a sequential prediction.

Table 3 describes the algorithm of this module. For each
candidate entity in the candidates list, we acquire the follow-
ing features from the fine-tuned BERT as the inputs of MLP,
which is denoted as Base features in this work: (1) the vector
of the candidate entity, (2) the vector of the mention and
context and (3) the dot product of the two vectors. Inspired
by [37], [38], we add the prior features and string similarity
features to compare with the Base features in the follow-
ing experiments. To be specific, the prior features include:
(1) the prior probability of entity e, denoted as Oe

Oall
where Oe

is the occurrence number of e and Oall is the total occurrence
of all the entities. (2) the prior probability Om,e

Om,∗
representing

a mention m linking to an entity e in the candidate list,

(3) the maximum prior probability of e referred by mentions
in the context and (4) the number of candidate entities of m
in the corpus. The string similarity features are comprised of
whether the title of e exactly equals or contains the surface of
m, and whether the title of e starts or ends with the surface
of m.

The features of the entity disambiguation model can be
listed as:

Fm,ct,e= {BERTm,ct ,BERTe,BERT[CLS],BERTdot , priore,

priorm,e,max _priorm,e,candid_numm,e_equal_m,

e_contain_m,e_start_m, e_end_m} (2)

All these constitute a 1546 dimension feature, with dimen-
sion 768 for the first two features and 1 for the other features
in Fm,ct,e. The 1546 dimension feature for each entity was
then embedded into a fixed dimension dim and then we con-
catenate the features of each candidate to get a dim∗30 dimen-
sion feature:

CF = {dense
(
Fm,ct,e30

)
, . . . , dense

(
Fm,ct,e30

)
} (3)

On top of the concatenated feature, we stack a hidden
layer with dropout, and the hidden layer was activated by
Relu. We further add a hidden layer and an output layer to
predict the most relevant entity using softmax over the entity
candidates. This procedure can be formalized as:

y = softmax (dense (Relu (dense (dropout (CF))))) (4)

And we took categorical cross entropy cost function as the
loss:

lp(y, y) = −
∑N

i=1
yi log yi (5)

where y represents the predicted probability, and y is a
boolean vector indicating whether the entity candidates are
referred by the mention. N is the total number of candidates.

V. EXPERIMENT AND RESULTS ANALYSIS
A. PARAMETER SETTING
The model in this work has two networks to train, including
the fine-tuning of BERT and the entity disambiguation mod-
ule, we will detail the parameter setting separately.

Considering the memory of GPU, we take the BERT base-
uncased model for fine tuning, the model consists of 12 lay-
ers, with 768 hidden units and 12 heads, so the BERT features
we obtained are of length 768. According to the official
suggestion5 of BERT, we set the maximum sentence length
as 128 and the mini-batch as 32 to avoid the memory over-
flow of GPU. The model was implemented using Python
and Theano (Theano Development Team, 2016). The training
took approximately 12 hours using a 12 GB NVIDIA TITAN
XP GPU. We trained the model using stochastic gradient
descent (SGD) and its learning rate was set to 1e-5 according
to the suggestion of BERT for fine tune.

5https://github.com/google-research/bert
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TABLE 4. Comparison of the proposed method and the state-of-the-art methods.

The entity disambiguation module was trained with
stochastic gradient descent (SGD) controlling the learning
rate by Adam and we set the mini-batch size to 64. We tuned
two hyper-parameters using the micro-accuracy on the devel-
opment set of CoNLL 2003 with the candidates generated
from the PPRforNED dataset since the recall is 100% in this
case. The hyper-parameters are the dimension dim to embed
and the dropout probability. For the former, we tested 500,
200, 100, 50, 30, 10 and 3, while for the latter, we evaluated
0.5, 0.3, 0.1 and 0. Finally, we select dim as 10 and dropout
probability as 0.1 according to the model’s performance on
evaluation data.

B. RESULTS AND FEATURE STUDY
We compared the proposed method with the following state-
of-the-art methods:

1) Pershina et al. [39] proposed a novel graph-based disam-
biguation approach based on Personalized PageRank (PPR)
that combines local and global evidence for disambiguation
and effectively filters out noise introduced by in-correct can-
didates.

2) Globerson et al. [40] improved the EL by exploring
attention like mechanisms for coherence, where the evi-
dence for each candidate is based on a small set of strong
relations, rather than relations to all other entities in the
document.

3) Pershina et al. [39] proposed a novel embedding method
which jointly maps words and entities into the same contin-
uous vector space. They extended the skip-gram model by
using the KB graph model and the anchor context model to

learn the relatedness of entities and align vectors such that
similar words and entities occur close to each other in the
vector space.

4) Yamada et al. [24] described a novel model of EL named
NTEE by learning distributed representations of texts and
knowledge base entities from a large amount of entity anno-
tations from Wikipedia. The learning of text representations
captures better semantics information than that of learning the
representation of words.

5) Raiman et al. [21] introduced DeepType, a method
explicitly integrated the symbolic information into the rea-
soning process of a neural network with a type system to
address the entity linking problem. They achieved this by
reformulating the design problem into a mixed integer prob-
lem and solved it with a two steps algorithm.

Table 4 displays the results of these methods compared
with our model, and we test the model without dot product
of mention with context and entity (denoted as Base-dot),
the model with only features generated by BERT (denoted
as Base), the model with BERT features and prior fea-
tures (denoted as Base+prior), the model with all features
(denoted as Base+prior+string_similarity) seperately. It is
shown that our method is comparable to all these meth-
ods on both the CoNLL 2003 and the TAC 2010 datasets.
Except for the accuracy on TAC 2010 is slightly lower than
the best, our model is ahead of the all these models. It
is worth noting that, according to the experimental results,
only using the Base features generated by BERT in our
model is better than some of the state-of-the-art models
already.
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TABLE 5. Case study of correct samples.

We further analyzed the contribution of each class of
features. The excellent performance on the Base features
demonstrates that the features we get from the fine-tuned
BERT model indeed capture the semantic information and
it also reflects the effectiveness of the hard negative sam-
ples mining strategy adopted on the training data. And the
result gap between Base-dot and Base shows the importance
of dot product which is a crucial measure of the semantic
similarity between mention and candidate entity. When we
add the prior features or the string similarity features, the
accuracy improves slightly, illustrating that those features are
helpful to the entity linking. Interestingly, we observe that the
Base+prior model outperforms the Base+string_similarity
model on different dataset and different candidate genera-
tion method consistently. We attribute this to the fact that

many candidate entities do not make difference on string
similarity. For example, the mention ‘Isthmus’ referring to
entity ‘Isthmus of Tehuantepec’ generate candidate list as
[’Isthmus of Tehuantepec’, ‘Isthmus (newspaper)’, ‘Madison
Isthmus’, ‘Isthmus of uterine tube’, ‘Isthmus Bay’, ’Isthmus
of Corinth’]. In this case, the prior probabilities of mention
referring to the candidates are [0.35, 0.048, 0.007, 0.005,
0.018, 0.12] plays an important role and drives the model
to predict correctly. Taking all the three classes of features
together, our model performs impressively better than any
other methods.

C. CASE STUDY AND ANALYSIS
We show 6 representative examples from CoNLL 2003 data
for case study. The examples shown in Table 5 are 4 mentions
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TABLE 6. Case study of error samples.

which correctly linked to their ground truth entities while
the 2 mentions in the Table 6 are linked incorrectly with our
model.

For cases like the first example, BERT features can well
represent the semantic information in the context of mention,
so as to accurately link mention to the corresponding entity.
And as illustrated in Table 4, this situation occupies approxi-
mately 92.42% in the corpus, whichmeans that 92.42% of the
samples can be accurately linked only using the fine-tuned
BERT features. The second situation is that the contextual
semantic information of mentions is too vague, and the model
cannot determine the referred entity with only using Bert
features. In this case, the model works with the help of
string similarity features and about 1.2% data in the corpus
is like this. For the third situation, the mention context also
provides few information, and so were the string similarity
features, then the correct judgment of the model depends on
the prior features. This kind of sample accounts for about
2.1% of corpus. Finally, in the fourth case, only when string
similarity features and prior features are added together with
Bert features can the model work correctly, which occupies
approximately 0.5% of all data. This analysis shows that the
features obtained by fine-tuning of Bert play a strong guiding
role for entity linking and traditional manual features can only
be used to improve the model on a small part of data, showing
the superiority of the BERT features proposed in this work.

On the other hand, we find from the errors that 63.88%
are caused by metonymy mentions, which owe more than
one plausible candidates. Further, about half of themetonymy
mentions erred in cases when the incorrect entity captures
similar semantic information from BERT features but takes
a higher prior probability compared with the ground truth
entity. Taking the first case in Table 6 as an example, the men-
tion ‘European’ referring to the entity ‘European Union’ is

incorrectly linked to the entity ‘Europe’. In this case, the tex-
tual similarity fromBERT is not distinguishable, although the
string similarity prefers choosing ’EuropeanUnion’, the prior
of ‘Europe’ is 0.106 while ‘European Union’ is 0.049. This
is consistent with the previous observation that prior features
contribute more than string similarity features to the model
performance.

Furthermore, another type of mistake occurred when one
of the candidate is a part of another which also appears
in the mention context, the BERT features prefer to assign
higher semantic similarities to the longer candidate. Under
this circumstances, the string similarity and prior features do
not make much difference, so the model tends to select the
longer one. As the last case in Table 6, the mention ‘Philadel-
phia Eagles’ in sentence ‘The injury-plagued Indianapolis
Colts lost another quarterback on Thursday but last year’s
AFC finalists rallied together to shoot down the Philadelphia
Eagles 37-10 in a showdown of playoff contenders.’ have the
candidate entities ‘Philadelphia’ and ‘Philadelphia Eagles’.
For the reasons mentioned above, the model chooses the
candidate ‘Philadelphia Eagles’ to link. About 10.65% errors
are caused by this reason.

VI. CONCLUSION
This paper presents a novelmethod for entity linking by draw-
ing support from the powerful pre-trained language model
BERT. The learned features from BERT in a unified semantic
space provide crucial clues to disambiguate entities. Exten-
sive experiments demonstrate the efficiency of ourmodel, and
we achieve a state-of-the-art performance on two benchmark
datasets with the proposed method.

We owe this to two reasons. Firstly, the adoption of the
pre-trained language model allows us to transfer the well-
trained text representation in large scale corpus into the field
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of entity linking, which is both effective and efficient. Sec-
ondly, the hard negative samples mining strategy we designed
to generate negative samples in fine-tuning BERT selects
the entities that are hardest to distinguish from the positive
entities, which drives the model to learn more distinguishable
semantic features that are essential for the entity linking
task.

In summary, the introduction of fine-tuning on BERT and
the hard negative samplesmining strategy in ourmodelmakes
it possible to embed the text and entities into a unified seman-
tic space, where similar text and entities are near to each other
and dissimilar text and entities are farther. For the further
study, we will explore other features that include more clues
to improve the performance of entity linking.
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