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ABSTRACT The penetration of distributed power sources has been increasing with the continuous promo-
tion of clean renewable energy sources. This paper seeks to improve the utilization rate of clean energy and
reduce the cost of microgrid operation by first establishing a double-layer wind power prediction error model
based on a comprehensive consideration of the time-of-use price and the operating characteristics of different
types of clean energy sources, such as wind power, photovoltaic power, thermal power, and transmission tie
lines. A combined cooling, heating, and power microgrid collaborative optimization model that considers
wind power forecast uncertainty is established with the goal of minimizing economic cost, environmental
cost, and degree of power-generation unit output asynchrony of the microgrid. The established multi-
objective optimization model is solved using an improved intelligent optimization algorithm that combines
the non-dominated sorting genetic algorithm (NSGA) with co-evolution theory and the beetle antennae
search algorithm. This algorithm employs a variety of groups in the NSGA to help with correcting the
approximations of group members through competition and cooperation. Therefore, the proposed algorithm
can combine the excellent convergence of the NSGA and the powerful searching ability of co-evolutionary
algorithms. Finally, a practical microgrid system in Northwest China is simulated as a case study, and the
performance of the proposed algorithm is compared with that of the conventional NSGA. The simulation
results demonstrate the superiority of the global search performance and the rapid convergence performance
of the proposed hybrid algorithm.

INDEX TERMS Microgrid, cooperative co-evolution theory, beta function, wind power forecast, CCHP,
non-dominated sorting-based algorithm-II, Pareto optimality, beetle antennae search.

NOMENCLATURE
ABBREVIATION
CCHP combined cooling, heating, and power
MG microgrid
NSGA non-dominated sorting-based algorithm
PV photovoltaic
WT wind turbine
AGC automatic gain control
PSO particle swarm optimization
GT diesel engine

The associate editor coordinating the review of this manuscript and

approving it for publication was Amedeo Andreotti .

FC fuel cell
AH waste heat
HX heat exchanger
AC absorption chiller
EC electric chiller
T scheduling period
Y total compensation due to inaccuracy

PARAMETERS
hwt,i(t)/uwt,i(t) actual/predicted normalized out-

puts of wind turbine i at time t
Pwt,i(t)/ actual / predicted outputs
of wind turbine i at t
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kWT,j cost coefficient of jth wind turbine
Ptheory−max,wt theoretical maximum output of

wind turbine
PPV,j active output of jth photovoltaic

unit
kPV,j cost coefficient of jth photo-

voltaic unit
NPV number of photovoltaic units
NWT number of wind turbines
f(P) beta function
α, β shape parameters that uniquely

define beta-function characteristic
A(α, β) normalization function.
η/σ 2 expectation/variance of beta func-

tion
φ(t) prediction error of current time

period
Ncol number of WP output data points
Ffuel/Frun gas fuel cost/equipment operation

and maintenance cost for CCHP
microgrid

Fgrid cost of CCHP microgrid to inter-
act with external electricity grid

ηMT gas turbine power generation
efficiency

a, b, c, d parameters determined by gas tur-
bine unit

wLNG alorific value of gas
QGT(t) residual heat in flue gas emitted as

waste heat by gas turbine
ηST gas turbine power generation effi-

ciency
ηST,l heat loss coefficient of gas

turbine j
VST gas consumption
QMT(t) residual heat in flue gas emitted as

waste heat by gas turbine
QAH,out/in(t) output/input of waste heat boiler

in period t
ηAF efficiency of waste heat boiler
QG,out(t) output of gas boiler in period t
Gcons(t) gas consumption
ηG efficiency of gas boiler
QHX(t) output of heat exchanger in

period t
ηHX efficiency of heat exchanger
QAC(t) output of absorption chiller in

period t
ηAC efficiency of absorption chiller
QEC(t) output of electric chiller in

period t
PEC(t) electric power consumed by elec-

tric chiller
λEC efficiency of electric chiller

Ptrans(t) electric power transferred by
microgrid to external grid
or adjacent microgrid during
period t

Ptrans,max limit of transmission line
GC price of gas
FG gas consumption of gas boiler
Psh(t)/Pov(t) differences between output power
Pload(t) load power of microgrid in

period t
Bp(t) / Sp(t) purchasing/selling prices of

electricity
kMT, kG, kAH efficiency of operation and main-

tenance costs of gas turbine, gas
boiler, and waste heat boiler,
respectively

kHX, kAC, kEC efficiency of operation and main-
tenance costs of heat exchanger,
absorption chiller, and electric
chiller units, respectively

kFC, kWT, kPV efficiency of operation and main-
tenance costs of battery, wind
farms, and PV arrays, respectively

PAH(t), PHX(t), PAC(t) output power of waste heat boiler,
heat exchanger, and absorption
chiller, respectively

B/Sp(t) purchasing and selling prices of
electricity

fF,P pollutant emission of CCHP
microgrid

fGT,i/fFC,i pollutant discharges per unit time
of ith GT and FC unit

eGT,i, gGT,i, rGT,i pollutant emission coefficients of
ith GT unit

eFC,i, gFC,i, rFC,i pollutant emission coefficients of
ith FC unit

λGT,i raw material consumption coeffi-
cients of ith GT unit

λFC,i raw material consumption coeffi-
cients of jth FC unit

Pcool(t)/Pheat(t) cold load power and heat load
power of CCHP microgrid

PGT,min/max,i minimum/maximum outputs of
ith GT unit

PFC,min/max,i minimum/maximum outputs of
ith FC unit

PGT,d /u,max,i maximum downward/upward
ramping rate of ith GT unit output

PFC,d /u,max,i maximum downward/upward
ramping rate of ith FC unit output

QAH,min/max minimum/maximum heat outputs
of waste heat boiler

QG,min/max minimum/maximum heat outputs
of gas boiler
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QHT,min/max minimum/maximum heat outputs
of heat exchanger

QAC,min/max minimum/maximum cooling
capacities of absorption chiller

PEC,min/max minimum/maximum input elec-
tric power of electric chiller

P′wt,i(t) maximum output predicted of ith
wind turbine at period t

I. INTRODUCTION
Currently, clean energy sources, such as wind power (WP)
and photovoltaic (PV) power, have been promoted world-
wide due to their renewability and environmental friend-
liness. Wind and PV power are also excellent distributed
generation (DG) power sources that can be easily integrated
with local small-scale power grids, such as microgrids. Here,
a microgrid is generally considered a small-scale generation-
transmission-distribution system that combines various local
DG sources, energy storage systems, and electrical loads [1].
At present, combined cooling, heating, and power (CCHP)
systems that simultaneously provide cooling, heating, and
power have demonstrated considerable potential for micro-
scale domestic applications [2]–[4]. However, the distributed
nature of microgrids requires careful dispatch planning of
each of the controllable units within the grid to ensure
good economic performance. The conventional economic
dispatching of a microgrid mainly relies on a reasonable
management of the output of each controllable unit in the
grid, and it addresses the uncertainties associated with the
random nature of renewable energy sources like wind and
PV power as much as possible under the premise of meet-
ing the load demand [5], while minimizing the economic
losses caused by abandoned WP and PV power and the
operation and maintenance cost of controllable units [6], [7].
However, the uncertainty associated with renewable energy
source outputs will inevitably affect the effectiveness and
accuracy of conventional microgrid economic dispatching as
the increasing penetration of renewable energy sources in
microgrids [8], [9]. While the output of PV power fluctuates
to a relatively small degree and can be easily extrapolated
from high-precision weather forecasts, the output ofWP fluc-
tuates greatly and irregularly due to the extreme randomness
of wind direction and wind speed. Addressing this issue
requires reasonable forecasting of wind outputs as well as
more sophisticated economic dispatching methods. Research
focused onWP output forecasting has achieved some reason-
able results, and the forecasting methods employed can be
mainly divided into simulation methods based on scenario
prediction and analytic methods based on point prediction.
Simulation methods based on scenario prediction employ
sampling of each random uncertainty factor, and then inte-
grate these factors into specific simulation scenarios. Then,
the comprehensive influence of the probability distribution
of these random variables on the objective function value
and the risk value (or opportunity cost) is described accord-
ing to the occurrence probability and simulation result of

each scenario. An example of this method is the develop-
ment of a probability model between the fatigue load of
wind turbines and WP output [10]. Since each wind farm
has different factors, such as topography, latitude, fan size,
and the wind turbine material, there is an over-reliance on
experience using simulation methods. The analytic method
employs random sampling and probability statistics to obtain
a more robust and universally applicable prediction model
than that obtained by simulation methods [11]. In analytic
methods based on point prediction, a corresponding empirical
model of prediction error is established according to the pre-
diction scale, such as a normal distribution model (NDM) or a
Poisson distributionmodel (PDM), and its probability density
function or distribution accumulation function is determined.
For example, numerical methods, such as prediction func-
tions and sampling, have been applied for constructing WP
forecasting models [12]. The randomness of WP output has
also been characterized in a model combining a stacked auto
encoder (SAE) and a back-propagation (BP) algorithm [13].
Moreover, intelligent algorithms and fitting models have also
been applied to WP prediction [10], [14]. However, these
typical uses of single-layer prediction models increases the
computational burden of these models, and often fails to
obtain sufficiently accurate confidence probability intervals.
In this paper, a beta-function-based double-layer method of
forecasting wind power output and calculating error expec-
tation is proposed that describes the uncertainty of WP out-
put more accurately and provides the economic cost due to
inaccuracy. While the topic of microgrids has generated con-
siderable interest in recent years, microgrid research has been
typically more focused on optimal planning [15], design [16],
[17], and integration control [18] rather than on economic dis-
patch. In some research, price penalty factors are introduced
in the early stages to transform the resulting multi-objective
optimization problem into a single-objective optimization
problem [19], [20]. Nonetheless, these methods have failed
to reflect the trade-off between economic and environmental
objectives in the optimization process, and the price penalty
factor value is often set based on the individual experience of
the researcher, which is not an objective basis. By optimizing
all of the objectives during each iteration, multi-objective
EEDs can avoid inappropriate parameter selection due to
insufficient experience of researchers. Currently, many meth-
ods are used to solve multi-objective EEDs, such as self-
learning teaching-learning based optimization (TLBO) [21]
and the technique for order preference by similarity to solu-
tion (TOPSIS) [22]. However, these methods often use only
one single population to represent all of the decision vari-
ables in the actual optimization process. The coordinated
relationship of each controllable unit in the microgrid is
not fully considered in these solution processes [19]–[22],
resulting in a high probability of obtaining a locally
convergent solution with low computational efficiency.
Co-evolutionary optimization algorithms have recently pro-
vided a new means of solving multi-objective optimization
problems for microgrids. The term co-evolution was first
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proposed by Ehrlich and Raven in 1964 when discussing the
evolutionary effects of plants and herbivores [23]. In 1980,
Janzen provided a strict definition of co-evolution: the recip-
rocal adaptation of two or more interacting species [24].
In other words, co-evolution is the evolution of the reac-
tion of traits. Co-evolutionary algorithms are often combined
with other algorithms, such as the co-evolutionary genetic
algorithm that combines a co-evolutionary algorithm with
a classical genetic algorithm. Co-evolutionary optimization
algorithms are therefore iterative algorithms inspired by the
mutual cooperation and competition among biological popu-
lations in the biological world. For example, the introduction
of a co-evolutionary theory framework into electric power
systems and the electricity market has been demonstrated to
provide a new method of optimal planning and operation of
electric power systems [25]. However, the application of co-
evolutionary optimization algorithms in microgrids mainly
focuses on microgrid control and the electricity market
[26], [27], which means that the research on multi-objective
environmental/economic dispatch of CCHPmicrogrids based
on co-evolutionary optimization is necessary and interesting.
In summary, this paper seeks to address all of the above-
discussed problems simultaneously by proposing a CCHP
microgrid economic dispatch model with multiple types of
power output units based on the time-of-use (TOU) price in
conjunction with a double-layer wind power output forecast-
ing error expectation, which describes the uncertainty of WP
output more accurately. A co-evolutionary optimization algo-
rithm is combined with the non-dominated sorting genetic
algorithm (NSGA-II) to greatly improve the global search
ability and convergence performance of the NSGA-II, which
is named the CoNSBAS algorithm. A practical microgrid
system in Northwest China is simulated as a case study, and
the performance of the proposed algorithm is compared with
that of the conventional NSGA-II. The simulation results
demonstrate the superiority of the global search performance
and the rapid convergence of the improved optimization
algorithm.

II. REAL-TIME WIND POWER OUTPUT PROBABILITY
PREDICTION MODEL
A. BETA-FUNCTION MODEL OF WIND POWER OUTPUT
As discussed above, the dramatic fluctuation of WP output
has a considerable impact on the economic dispatch of micro-
grids. However, a full consideration of the impact of WP out-
put uncertainty on economic dispatch requires the application
of the Monte Carlo simulation method to fit the WP output
probability distribution [28]. Moreover, it has been proved
that the characteristics of wind power output can be well
expressed by the beta function [29]. To this end, this paper
models the WP output probability distribution using a beta
function. Because the processing range of the beta function
is [0, 1] and the actual range of WP output is [0,∞), we must
first normalize the WP output probability distribution data.
To demonstrate the characteristics ofWP output, Fig. 1 shows
the WP output data of 200 points at a particular time in a day

FIGURE 1. Active power output of wind turbines in actual wind farm.

for an actual wind farm. The normalization and fitting process
is described as follows.

First, the wind farm output is normalized as follows.

hwt,i(t) =
Pwt,i(t)

Ptheory −max,wt
. (1)

uwt,i(t) =
P′w,i(t)

Ptheory−max,wt
. (2)

We divide the normalized range of [0, 1] into γ regions,[
0, 1

γ
, . . . ,

γ−1
γ
, 1
]
, and calculate the prediction error of the

current time period according to hwt,i(t) and uwt,i(t) :

φ(t) = hwt,i(t)− uwt,i(t). (3)

The real-time WP output probability is then expressed by a
beta function as follows.

f
(
hwt,i

)
=

hwt,iα−1
(
1− hwt,i

)β−1
A(α, β)

. (4)

A(α, β) =
∫ 1

0
hα−1wt,i

(
1− hwt,i(t)

)β−1 dhwt,i. (5)

According to the nature of the beta distribution, the expecta-
tion function η, predicted variance σ 2, and parameters α and
β have the following functional relationships.

η =
α

α + β

σ 2
=

αβ

(α + β + 1)(α + β)2

η =
1
Ncol

Ncol∑
i=1

Pwt,i

σ 2
=

1
Ncol − 1

Ncol∑
i=1

(
Pwt,i − η

)2
. (6)

α =
(1− η)η2

σ 2 − η. (7)

β =
1− η
η

α. (8)

Here, Ncol is the number of WP output data points. The
specific derivation is shown elsewhere [5].

The limitations of existing prediction algorithms and data
recording methods make it unreasonable to predict WP
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output with 100% accuracy. Therefore, this paper employs
a confidence level p of 95%. Next, the concept of WP over-
scheduling and under-scheduling must be introduced. The
compensation due to inaccurate forecasting is expressed in
the form of economic costs [31].

B. COMPENSATION DUE TO INACCURATE FORECASTING
As discussed above, the microgrid dispatching system is
scheduled according to the WP forecast curve. Therefore,
error in the WP forecast curve due to the randomness of
WP output will inevitably affect the power supply accuracy
because hwt,t (t) may not be equal to uwt,t (t). The two cases
in which hwt (t) > uwt,t (t) and hwt,i(t) < uwt,i(t) are denoted
over-scheduling and under-scheduling, respectively. When
hwt,t (t) > uwt,t (t), accepting all WP output may cause
safety issues. Therefore, grid companies may issue abandon-
ment commands for capacities exceeding the grid-connected
technical standards. However, encouraging the development
of WP requires that wind farms be fairly compensated for
WP output abandonment by grids. However, to encourage
the development of WP, it is necessary to compensate wind
farms fairly for WP output abandonment by grids [32]. Con-
trary to the case of overscheduling, hwt,i(t) is completely
acceptable when hwt,t (t) < uwt,t (t), while under-scheduling
conditions require that the automatic gain control (AGC) be
adjusted or that standby units be activated to meet the load
demand. Grid companies may also need to purchase high-
priced electricity in the real-time power auxiliary service
market.

The current approach for applying a predictive model to
account for random WP outputs typically adopts a num-
ber of predictive output intervals of equivalent periods [33],
and allocates equal computing resources for each interval.
However, the actual WP data shown in Fig. 1 indicate that the
WP output is mainly concentratedwithin a specific range, and
some sub-intervals are observedwith extremely low probabil-
ity of WP output over the entire sub-interval, such as [0, 0.4]
and [0.98, 1]. Moreover, the length of intervals over which
the WP output is relatively dense, such as [0.4, 0.98], are
very large, which results in excessively low output prediction
accuracy that leads to excessive under-scheduling costs.

This paper addresses these issues by proposing the follow-
ing four-step method for dynamically dividing the predicted
WP output range based on historical WP output. However,
we must first define the following three WP output intervals:

i) overall output interval K = [0, 1], including all possible
WP output values;

ii) upper output interval K ′ = [Pwt,min p=95%,

Pwt,max,p=95%]
(
K ′ ⊆ 3

)
, including the possibility of 95%

WP output values
iii) lower output intervals K ′i, =

[
P1a,iPex,i

]
(i =

1, · · · ,N K ′′i ⊆ K ′
)
, are a subset of the upper output range

that is used to predict WP output more accurately, where
Pla,i and Pex,i are the lower and upper limits of the output
uncertainty set for lower output interval i.

Then, WP curve prediction and the calculation of compen-
sation due to inaccurate forecasting are conducted as follows.

1) Set a number N = 24 of lower intervals. 2) The
upper interval

[
Pwt min p=95%, Pwt.max p=990◦

]
is deter-

mined according to p = 95%. The maximum distribution
accuracy of WP output is achieved by minimizing the length
of the upper interval:

min dis = Pwt,max,p=95% − Pwt,min,p=95%. (9)

with the following constraints.

0≤Pwt,min < Pwt,max ≤ 1. (10)
Ncal∑
i=1

ε
(
Pwt ,i − Pwt,min

)
ε
(
Pwt max − Pwt ,i

)
Ncol

×100%=95%.

(11)

Here, Ncol is taken as 20,000 in this paper, and ε(·) is a step
function.

3) Minimization is conducted using the particle swarm
optimization (PSO) algorithm. For the data presented
in Fig. 1, the minimum normalized WP upper output interval
satisfying p = 95% is [0.4871, 0.9699].
4) Establish 24 beta-function intervals for the WP upper

output interval [0.4871, 0.9699] with interval lengths of 0.02,
and fit the WP output data to obtain a fitting curve with
sufficient credibility. Each beta-function curve represents a
predicted output within the output probability distribution
function. Therefore, the power supply company will give the
user side total WP compensation due to inaccurate forecast-
ing Y according to the following formula [34].

Y =
T∑
t=1

N∑
i=1

∫ Pex,i

P′wt(t)
kex
(
P− P′wt(t)

)
f (P)dP

+

T∑
t=1

N∑
i=1

∫ P′wt(t)

Pla,i
kla
(
P′wt(t)− P

)
f (P)dP. (12)

Here, kex,i and kla,i are the over-scheduling and under-
scheduling compensation coefficients of wind farm i respec-
tively, which are related to the market environment, and T is
the scheduling period, which is set to 24h in a day. Accord-
ingly, the WP uncertainty obtained by the beta function is
given as follows..

φ =

T∑
j=1

(
Pex,i − Pla,i

)
. (13)

III. CCHP MICROGRID MULTI-OBJECTIVE UNIT
OPTIMIZATION MODEL
TheCCHPmicrogrid system optimization economic dispatch
model established in this paper takes three objectives of the
microgrid system as the optimization goal, and considers
the constraints to optimize outputs of all of the controllable
devices in the microgrid. The specific structure of a standard
microgrid system is illustrated in Fig. 2.
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FIGURE 2. Topology of standard CCHP microgrid.

A. CCHP MICROGRID MODELING
In this paper, the CCHP microgrid is regarded as a whole.
During the scheduling period, the microgrid system meets
its own load requirements and specifies a schedule for each
decision variable, so that the power generation cost, pollutant
emission, and degree of power generation unit output asyn-
chrony are at a minimum.

1) OPERATING COSTS
The objective function for the total operating cost F of the
CCHP microgrid system is expressed as follows:

minF = Ffuel + Frun + Fgrid + Y . (14)

These specific costs are defined for the microgrid as follows.
Gas turbine

Gas turbines are often considered to be the core equipment
in CCHP systems due to their excellent electric power and
heat output capabilities. The waste heat obtained while gen-
erating electric power can provide heat energy to each energy
conversion unit through a corresponding collection device to
meet both heat and cold loads in the network area. In the
absence of external factors, the gas turbine power generation
efficiency ηGT can be expressed by a cubic polynomial of the

load rate δ :

ηGT = aδ3 − bδ2 + cδ + d . (15)

The gas consumption VGT is given as:

VGT =

T∑
t=1

PGT(t)

ηGTwLNG
. (16)

where wLNG is taken as 9.7(kW · h)/m3. The residual heat
QGT(t) in the flue gas emitted as waste heat by the gas turbine
is given as.

QGT(t) = PGT(t)
1− ηGT − ηGT,l

ηGT
. (17)

Waste heat boiler The waste heat of gas turbines is col-
lected by the waste heat boiler to supply the cold and heat load
requirements of the CCHP microgrid system. The output of
the waste heat boiler,QAH,out (t), in period t is determined by
the input heat QAH,in (t) and the efficiency ηAF of the waste
heat boiler:

QAH,out(t) = QAH,in(t)ηAF. (18)

Gas boiler
When QAH,in(t) is insufficient to supply the heat and cold

load requirements of the co-supply system, the additional heat
required is supplied by burning gas in the gas boiler. The
output of the gas boiler, QG,out(t), in period t is determined
by the gas consumption Gcons(t) and the efficiency ηG of the
gas boiler:

QG,out(t) = Gcons(t)wLNGηG. (19)

Steam heat exchanger
The heat exchanger converts the steam heat of the waste

heat boiler to supply the heat load demands of the system.
The output of the heat exchanger,QHX(t), in period t is deter-
mined by the heat output of the waste heat boiler supplied to
the heat exchanger to meet the heat loads of the system and
the efficiency ηHX of the heat exchanger:

QHX(t) = QAH.H(t)ηHX. (20)

Absorption chiller
The absorption chiller employs the heat in the waste heat

boiler to supply the cooling load demands of the system.
The output of the absorption chiller, QAC(t), in period t
is determined by the heat output of the waste heat boiler
supplied to the absorption chiller to meet the cold loads of
the system and the efficiency ηAC of the absorption chiller:

QAC(t) = QAH,C(t)ηAC. (21)

Electric chiller
When the output of the absorption chiller is insufficient to

supply the cold loads of the system, the additional cooling is
provided by the electric chiller by consuming electric power.
The output of the electric chiller, QEC(t), in period t is
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determined by the electric power consumed by the electric
chiller PEC(t) and its efficiency λEC :

QEC(t) = PEC(t)λEC. (22)

Wind turbine Because WP is a clean energy source, it gen-
erally has no associated environmental compensation cost,
such that only the depreciation cost and operation and main-
tenance costs are generally considered. In the life cycle of
wind farm equipment, the power generation cost CWT is
generally considered to have a linear relationship with the
active output [35], [36]:

CWT =

NWT∑
j=1

PWT,jkWT,j. (23)

Photovoltaic Array
Similar to WP, PV power is also a clean energy source,

and generally has no associated environmental costs. Its
comprehensive operating costs mainly include depreciation
costs and operation and maintenance costs. When PV panels
function normally, the PV pover generation cost CPV is gen-
erally considered to have a linear relationship with the active
output:

CPV =

NPV∑
j=1

PPV,jkPV,j. (24)

Electric power interactions with an external electrical grid
The CCHP microgrid purchases electric power from an

external grid or an adjacent microgrid when the DG power
sources in the microgrid (i.e., gas turbines, wind farms, and
PV arrays) cannot meet its total electric load demand. Simi-
larly, the microgrid sells electricity to an external grid or an
adjacent microgrid when the electric power generated by
the microgrid is greater than its total electric load demand.
The corresponding constraints that must be met are given as
follows:

−Ptrans , max ≤ Ptrans (t) ≤ Ptrans, max . (25)

If Ptrans (t) > 0, the microgrid purchases electricity, and,
if Ptrans (t) < 0, electricity is sold. The gas cost of the CCHP
microgrid is given as:

Ffuel =
T∑
t=1

(
GcPGT(t)
ηGTwLNG

+ GcFG(t)
)

(26)

The costs of interactions with external electric power grids
Fgrid are determined by the deviation Pun(t) between the
output and load of the microgrid and the purchasing and
selling price of electricity at each moment, which are given

as follows:

Fgrid =
T∑
t=1

Psh(t)Bp(t)−
T∑
t=1

Pov(t)Sp(t)

Pun(t) = Pload(t)−
∑

PGT(t)−
∑

PFC(t)

−

∑
PWT(t)−

∑
PPV(t)

Psh(t) =

Pun(t), Pun > 0

0, Pun ≤ 0

Pov(t) =

−Pun(t), Pun ≤ 0

0, Pun > 0

(27)

Here, Psh(t) and Pov(t) are the differences between the output
power, given asPGT(t),PFC(t),PWT(t), andPPV(t) which are
those of the gas turbines, batteries, wind farms, and PV arrays,
respectively, and the load power Pload (t) of the microgrid in
period t, which represent deficit and excess states of output,
respectively. Equipment operation and maintenance costs of
the CCHP microgrid in period t are given as follows.

Frun =
T∑
t=1

kGTPGT(t)+ kGPG(t)+ kAHPAH(t)

+kHXPHX(t)+ kACPAC(t)+ kECPEC(t)

+kWTPWT(t)+ kPVPPV(t)+ kFCPFC(t). (28)

2) POLLUTANT EMISSIONS
The total pollutant emission of the CCHP microgrid in
period t is given as.

fF,P =
T∑
t=1

NGT∑
i=1

fGT,i +
T∑
t=1

NFC∑
i=1

fFC,i. (29)

The main pollutants are carbon dioxide (CO2), sulfur diox-
ide (SO2) , and nitrogen oxides (NO,). For convenience of
comparison, only the NOx emissions are considered in this
paper. According to the operating data of thermal power units,
the pollutant emissions of single gas turbine units and diesel
units can be described by quadratic functions of their active
power generation, which are given respectively as follows.

fGT,i = eGT,iP2GT,i + gGT,iPGT,i + rGT,i. (30)

fFC,i = eFC,iP2FC,i + gFC,iPFC,i + rFC,i. (31)

3) DEGREE OF POWER GENERATION UNIT
OUTPUT ASYNCHRONY
The incremental rate gas cost increases with increasing
active power output within the normal load range. Therefore,
the service life of a single unit will be seriously affected if
it must disproportionally bear the output of the microgrid for
that type of unit. Therefore, this paper introduces the follow-
ing function to represent the degree of output asynchrony for
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a given type of unit.

fdi =
Ncr∑
i=1

Ncr∑
j=1;j6=i

(
λGT,iPGT,i(t)− λGT,jPGTj(t)

)2
+

Nrec∑
i=1

NFC∑
j=1;j6=i

(
λFC,iPFC,i(t)− λFC,jPFC,j(t)

)2
. (32)

Because a high-power unit consumes less raw material
than a low-power unit for the same active power output,
the rawmaterial consumption coefficient of a high-power unit
is relatively small [37].

B. CONSTRAINTS OF MULTI-OBJECTIVE OPTIMIZATION
The operating constraints of the CCHP microgrids system
include constraints associated with cooling, heating, and
energy balance, the constraints of equipment output, and
interaction constraints with external grids, which are given
as follows. Cold balance constraint:

PEC(t)λEC + QAC(t) = Pcool(t). (33)

Thermal balance constraint:

QGB(t)+ QHX(t) = Pheat(t). (34)

Electrical balance constraint:

Pload (t) = PGT(t)+ PWT(t)+PPV(t)+Ptrans (t)+ PFC(t).

(35)

The equipment operation constraints are given as follows.
PGT,min,i ≤ PGT,i(t) ≤ PGT,max,i

PFC,min,i ≤ PFC,i(t) ≤ PFC,max,i

PGT,d,max,i ≤ PGT,i(t + 1)− PGT,i(t) ≤ PGT,umax,i

PFC,d,max,i ≤ PFC,i(t + 1)− PFC,i(t) ≤ PFC,umax,i.

(36)

QAH,min(t) ≤ QAH(t) ≤ QAH,max(t). (37)

QG,min ≤ QG,out(t) ≤ QG,max. (38)
QHX,min ≤ QHX(t) ≤ QHX,max

QAC,min ≤ QAC(t) ≤ QAC,max

PEC,min ≤ PEC(t) ≤ PEC,max.

(39)

{
0 ≤ Pwt,i(t) ≤ P′wt,i(t)
0 ≤ Ppv,i(t) ≤ P′pv,i(t).

(40)

IV. HYBRID MULTI-OBJECTIVE OPTIMIZATION
ALGORITHM
A. COOPERATIVE CO-EVOLUTION THEORY
According to the principle of co-evolution, the final solu-
tion obtained in a game is a Nash equilibrium, where, in
a game G = {S1, · · · , Sn : u1, · · · , un}, for any strategy
group(S∗1 , · · · , S

∗
n ) consisting of each strategy of each player,

the strategy S∗i of game party i is the best countermeasure
against the combination of the other game party strategies(
S∗1 , · · · , S

∗

i−1, S
∗

i+1, · · · , S
∗
n
)
. This is denoted as follows.

ui
(
S∗1 , · · · , S

∗

i−1, S
∗
i , S
∗

i+1, · · · S
∗
n
)

≤ ui
(
S∗1 , · · · , S

∗

i−1, S
∗
ij, S
∗

i+1, · · · S
∗
n

)
. (41)

Therefore,
(
S∗1 , · · · , S

∗
n
)
is a Nash equilibrium of G for any

Sij ∈ Si. The various populations learn from each other in
the process of obtaining the Nash equilibrium, and continu-
ously reconstruct their performance tomake themfinally tend
toward a globally optimal solution.

B. NON-DOMINATED SORTING GENETIC ALGORITHM
1) PARETO OPTIMALITY SOLUTION
Multi-objective optimization problems have multiple opti-
mization targets, where each is represented by an objec-
tive function, and are therefore quite different from single-
objective optimization problems. Here, a solution that opti-
mizes all objective functions simultaneously is quite difficult
to obtain because there is no conflict between themultiple tar-
gets. Therefore, the optimization of multi-objective problems
typically adopt a solution set, which contains solutions that
are incomparable among the various objective functions, and
which is characterized by an inability to improve the result
of any objective function without weakening the results of at
least one other objective function. Such solutions are denoted
non-dominated solutions or Pareto optimality solutions. This
condition generally holds in power systems that function
within a complex operating environment, and usually require
the optimized scheduling of complex objective functions. For
example, the multi-objective EED optimizations required in
a CCHP microgrid system cannot be solved analytically due
to their unique mathematical forms.

2) NSGA-II
The basic operation of the NSGA-II is given according to the
following five steps.
(1) Initialize the individuals in the population V by ran-

domly assigning values for all of the decision variables in
each individual x = [x1x2 . . . xn]T. Then, calculate the target
benefits of each initial individual according to the objective
functions, and perform non-dominated sorting on the premise
of satisfying the applicable constraints.
(2) Assuming m objective functions, the individuals xj are

sequentially sorted according to their i th objective function
values fi,j. For all other individuals xk , k 6= j, if ff ,j ≤ fi,k (the
target is to minimize the objective function) or fi,j ≥ fi,k (the
target is to maximize the objective function) are always true,
then the degree of dominance of individual xj is 0, which is
the current optimal solution. If fi,j = fk,j is always true for the
(m− 1) th objective function of one individual xk , k 6= j, and
fm,j ≥ fm,k (the goal of this paper is to minimize the objective
function), the non-dominance of individual xj is 1.
(3) Lower-cost, low-asynchrony, and low-pollution indi-

viduals are given higher dominance, and form several non-
dominated layers.

(4) According to the m objective functions, the population
of individuals in each non-dominated layer are sequentially
ordered according to the following formula:

L (xi) =
m∑
d=1

f (xi+1)d − f (xi−1)d
f max
d − f min

d

. (42)
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(5) Generate new population V ’ according to cross-
probability ηcr and mutation probability ηmu, which are gen-
erally 0.5 and 0.02, respectively.

(6) Calculate the corresponding objective function values
and crowding distances for each individual of offspring popu-
lation V ’ Generate a temporary population by combining V ’,
and V , and conduct non-dominated sorting of the temporary
population.

(7) Select the highest-performing individuals from the tem-
porary population as the new V according a set ratio, which
is 0.5.

(8) If the optimization condition is met, terminate iterations
and record the optimal variable values; otherwise, return to
step (2).

3) DEFECTS IN CURRENT NSGA-II
In the current NSGA-II, populations with different degrees
of dominance cannot be further compared. This may lead to
the exclusion of individuals with poor fitness, but with a high
potential to yield subsequent generations of individuals with
excellent fitness. Therefore, the global search capability of
the NSGA-II has room for improvement.

C. DEFECTS IN CURRENT NSGA-II
The beetle antennae search (BAS) algorithm is an intelligent
optimization algorithm proposed by Jiang and Li in 2017 that
was inspired by the foraging process of longhorn beetles.
Here, a beetle searching for food has no certain knowledge
regarding the locations of food sources. However, the gen-
eral location can be determined based upon the information
received by its two long antennae. If the intensity of the scent
received by the left antenna is greater than that received by
the right antenna, the beetle will fly to the left; otherwise,
it will fly to the right. The beetle can eventually locate food
by applying this principle iteratively. TheBAS algorithmflow
for the z-dimensional CCHP microgrid system optimization
problem is described by the following five steps.

(1) Eight optimization variables are selected in this paper:
the output powerPGT(t) of each of the four small gas turbines,
the output power PFC(t) of the two fuel cell units, the grid
tie line power Ptrans (t), and the heat distribution rate w.
We assign z-dimensional vectors xl and xr to the left antenna
and right antenna, respectively, and the distance between the
two antennae is d .

(2) The orientation of the beetle is random, so a random z
-dimensional unit vector is generated to represent xl and xr .

Er =
rands(z, 1)
‖rands(z, 1)‖

. (43)

where rands(z, 1) represents a random vector generated in z
dimensions. Therefore, we respectively define xl and xr in
successive iterations as follows:

xλ+1,l = xλ + dλEr . (44)

xλ+1,r = xλ − dλEr . (45)

Here, dλ is the distance between the two antennae and xλ is
the position of the centroid of the beetle at the λ th iteration.
(3) Calculate the respective fitness values fl and fr of xl
and xr , and determine the subsequent direction of the beetle
according to the relationship between fl and fr :

xλ = xλ−1 − δλ−1 · b · sign
(
f λ−1l − f λ−1r

)
. (46)

where sign is the sign function and δλ is the step size of beetle
motion at the λ th iteration.

(4) Calculate the fitness value after completing the beetle
motion, and update d and δ as follows:

dλ = etaddλ−1. (47)

δλ = etaδδλ−1. (48)

Here, etad and etaδ are the attenuation coefficients for
d and δ, respectively, which are both usually 0.95.

(5) If the optimization condition is met, terminate iterations
and record the optimal variable values; otherwise, return to
step (2).

D. CoNSBAS ALGORITHM
The co-evolutionary framework and the BAS algorithm are
combined to establish complex populations based on steps
(1)-(5) of the NSGA-II, and mutual cooperation and learning
are conducted. In the solution method of CCHPmicrogrids in
this paper, the output of NGT gas turbines, output of NFC fuel
cell units, power of transmission line, and heat distribution
ratio in thewaste heat boiler are selected as decision variables.
Thus, two q-dimensional cooperative populations A and B
are established, where A represents the outputs of NGT gas
turbines and B the outputs of NFC fuel cell units, output
of NFC fuel cell units, power of transmission line, and heat
distribution ratio w of the waste heat boiler, which are given
as follows:

A =


P1,1 P1,2 · · · P1,NGT f1,1 · · ·

P2,1 P2,2 · · · P2,NGT f2,1 · · ·

...
...

...
...

Pq,1 Pq,2 · · · Pq,NGT fq,1 · · ·

f1,m r1 L1
f2,m r2 L2
...

...
...

fq,m rq Lq



B =


P′1,1 · · · P′1,NFC

P1, trans w1

P′2,1 · · · P′2,Nrc
P2, trans w2

...
...

...
...

P′q,1 · · · P′q,NFC
P3, trans wq

f ′1,1 · · · f
′

1,m r ′1 L
′

1
f ′2,1 · · · f

′

2,m r ′2 L
′

2
...

...
...
...

f ′q,1 · · · f
′
q,m r ′q L

′
q


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Here,Pij andP′ij are the outputs of the jth group gas turbines
and fuel cell unit j in the i th individual (i = 1, · · · , q,
j = 1, · · · ,N ′GT,j, · · · ,NFC

)
, fij and fi,j are the respective

fitness values of the j th objective function obtained by the ith
individual of populationsA andA, ri, and ri are the respective
non-dominance of the i th individual of populations A and B,
and Li and Li are the respective crowding distances of the i th
individual of populations A and B. Therefore, the microgrid
optimization process based on the CoNSBAS algorithm is
given as follows. (1) Before conducting the BAS process at
each iteration, we calculate the fitness as the reciprocal of the
objective function value for the first individual of population
A as follows. 

f (x1)1 =
q∑
v=1

f ([x1; xv])1

f (x1)2 =
q∑
v=1

f ([x1; xv])2

...

f (x1)m =
q∑
v=1

f ([x1; xv])m

(49)

Here, individual x1 is combined with the q individuals of
the entire population B sequentially, and the correspond-
ing objective function B sequentially, and the corresponding
objective function values are calculated according to (14),
(29), and (32), respectively. These three fitness values for x1
are used to calculate the crowding distance of x1 according
to (42) . Accordingly, this process is extended to the remain-
ing individuals of populations A and B. Then, the crowding
distances of populations A and B are respectively calculated
and subjected to non-dominated sorting according to steps
(2)-(4) of the NSGA-II. (2) Then, arrange the dynamic step
size of beetle motion δd and mutation probability ηmud for
each individual xv(v = 1, · · · , q) according to the following
adaptive variation formula.

δ (xv)λd = αδ · e
(
1− λ

Maxλ

)

·
L (xv)λ − L (xv)

History
min

L (xv)
History
Max − L (xv)

History
min

+ βδ

ηmud (xv)λd = αη · e
(
1− λ

Maxλ

)

·
L (xv)λ − L (xv)

History
min

L (xv)
History
max − L (xv)

History
min

+ βη

(50)

Here, L (xv)
History
max and L (xv)

History
min are the respective max-

imum and minimum crovuding distances of each individual
xv during the iteration process, αδ and βδ are the variation
coefficients of δd, and αη and βη are the variation coefficients
of ηmud. Relatively highmutation and crossover opportunities
are available when the population approaches a stable condi-
tion, which reduces the probability of reaching local optimal
solutions.

(3) Generate offspring populations A’ and B’ from pop-
ulations A and B according to δd, ηcr, ηmud, and the BAS
algorithm.

(4) Calculate the corresponding objective function values
fi,m and fi,m and crovuding distances Li and Li for each
individual of offspring populations A’ and B’. Generate two
temporary populations A’’, and B’’ by combining A and
A’, and B and B’, and apply the non-dominated sorting of
A’’ and B’’.

(5) Select the highest fitness individuals from A’’ and B’’
according the set ratio, and assign them as the new A and B.
(6) If the optimization condition is met, terminate iterations

and record the optimal variable values; otherwise, return to
step (2).

(7) Cross-combine populations A and B, select the indi-
vidual groups with the best degree of non-domination, record
the values of the objective functions corresponding to each
solution, and plot the Pareto front.

A flowchart of the proposed CoNSBAS algorithm is shown
in Fig. 3. The CoNSBAS algorithm has a greater complexity
than the conventional NSGA-II. Therefore, a parallel com-
puting environment is adopted in the present work to ensure
that an adequate computation speed is obtained. In addition,
this paper introduces a step penalty function mechanism in
the calculation of the objective function to ensure that the
optimization process does not exceed the limit of units, which
helps maintain real-time power balance.

V. CASE ANALYSIS
A. TEST MICROGRID DESCRIPTION
This paper employs an actual grid-connected microgrid in
northwestern China as an example. The micro-grid consists
of four gas turbines, two fuel cell units, four wind turbines,
and two PV arrays. The operating parameters of the power
units are listed in Table. 1.

TABLE 1. Parameters of test microgrid power units.

The dispatching performance of the proposed CoNSBAS
algorithm is verified by comparison with that obtained with
the conventional NSGA-II. The scheduling period is 24 h.
Considering the local micro-grid WP and PV power output
characteristics, the scheduling time is selected from 00:00 to
24:00 on the same day. In the example, the iteration limits of
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FIGURE 3. Flowchart of proposed CoNSBAS multi-objective optimization
algorithm.

FIGURE 4. Typical daily load curves, renewable resource outputs, and
renewable resource penetration rates for test microgrid.

the NSGA-II and the CoNSBAS algorithm are 40, the popu-
lation sizes are 600, and the maximum power of the trans-
mission line connecting the microgrid to the external grid
is 40 kW. The predicted active load, heating load, cooling
load, PV unit output, wind turbine output, and renewable
energy penetration rate are shown in Fig. 4, and the time-
sharing electricity transaction prices prevalent in a particular

FIGURE 5. Electricity transaction prices prevalent in China during 2017.

region of China in 2017 shown in Fig. 5 were also adopted.
The simulations were conducted on a personal computer with
a four-core 2.6-GHz CPU and 4 GB of memory running
Windows 10. The WP uncertainty model and the overall
multi-objective optimization model were established using
MatLab.

The thermal power unit is adopted as the main dispatching
unit owing to its rapid response rate and good power regu-
lation performance. The role of the external grid tie line is
mainly to maintain the balance of power. Sudden changes in
load that exceed the reaction time of the thermal power unit
can be accommodated by selling excess WP and PV power to
the external grid or by buying electricity from the external
grid to meet deficiencies. Moreover, purchasing electricity
from the external grid when the load is high can effectively
address peak-to-valley differences in the load, and the peak-
shaving effect is obvious.

TABLE 2. Parameters of beta probability density functions.

B. WIND POWER UNCERTAINTY AND COMPENSATION
DUE TO INACCURATE FORECASTING
The beta-function interval was obtained according to the fit-
ting of each WP output interval, as discussed in Section II.B,
and three of the 24 WP output prediction curves are shown
in Fig. 6. The parameters of these three WP output prediction
curves are listed in Table. 2. Here, a normalized 95% con-
fidence range of [0.4871, 0.9671] was employed rather than
[0.4871, 0.9699] for convenience. Each lower output range is
set according to the nature of the beta function, and the total
WP compensation due to inaccurate forecasting given by (12)
over the 24-h period was Y = 67.98 yuan.
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FIGURE 6. Beta probability density function examples for WP outputs.

FIGURE 7. Thermal power solution provided by conventional NSGA-II
algorithm.

C. COMPARISON OF MULTI-OBJECTIVE ECONOMIC
DISPATCHING ALGORITHMS-PERFORMANCE
The uncertainty forecast cost of WP obtained above was
adopted for conducting scheduling optimization of the test
microgrid using the NSGA-II and proposed CoNSBAS algo-
rithm. We first consider the economic cost of the microgrid
over the 24-h period as the objective function to highlight the
economics of the improved algorithm. The operation costs of
the gas turbines and fuel cells in the test microgrid obtained
by the NSGA-II are shown in Fig. 7 and those obtained by
the CoNSBAS algorithm are shown in Fig. 8.
It can be seen from Fig. 4 and Fig. 7 that more WP output

can be sold to the external grid for profit in the interval
00:00-07:00 due to the relatively low load of the microgrid.
However, during the periods of gradually increasing load
between 07:00-13:00 and 17:00-21:00, the operating costs
of the thermal power units increase with increasing out-
put, and the microgrid dispatch center will purchase elec-
tricity from the external grid if the existing units fail to

FIGURE 8. Thermal power solution provided by proposed CoNSBAS
algorithm.

meet the load requirements, or if the cost of meeting those
requirements is too high. It is also noted that a sharply
decreasing load or increasing renewable energy output that
exceeds the adjustment capability of thermal power units
due to the downward ramp rate constraints would cause the
microgrid dispatch center to sell electricity to the external
grid.

Comparing Fig. 7 and Fig. 8, we note that the total operat-
ing cost obtained by the NSGA-II over the 24-h period was
2672.25 yuan according to (14). In contrast, the CoNSBAS
algorithm obtained an operating cost of 2598.90 yuan, which
reduced the overall operating cost by 2.74%.Moreover, based
on the data obtained from the figures, we note that the vari-
ance of each ST and FC unit output during the 24-h period
obtained by the NSGA-II was 585.49 kW2, while the vari-
ance obtained by the CoNSBAS algorithm was 489.78 kW2,
which represents a reduction of 16.24%. This indicates that
the overall outputs of the ST and FC units obtained by the
CoNSBAS algorithm exhibit a reduced range of fluctuations
compared with those obtained by the NSGA-II. This is con-
ducive to the maintenance and operation of the generator
set. A comparison of the active power of the transmission
line obtained by the NSGA-II and the CoNSBAS algorithm
is shown in Fig. 9. It can be clearly seen that the active
power transmission obtained by the proposed algorithm is
much more stable than that obtained by the NSGA-II, and
the peak-to-valley difference is substantially reduced from
32.04 to 2.06 kW.

D. COMPARISON OF MULTI-OBJECTIVE ECONOMIC
DISPATCHING ALGORITHMS-PARETO FRONT
Next, we established a multi-objective optimization model
that seeks to minimize the pollutant emissions of thermal
power units, degree of unit output asynchrony, and total run-
ning costs over a given period t = 1. In addition, the global
optimization ability and convergence performance of the
algorithms are compared. To this end, the final Pareto fronts
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FIGURE 9. Active power of transmission line.

FIGURE 10. Pareto front provided by NSGA-II algorithm.

FIGURE 11. Pareto front provided by CoNSBAS algorithm.

obtained using NSGA-II and the CoNSBAS algorithm are
given in Fig. 10 and Fig. 11, respectively.

It can be seen from Fig. 10 that the microgrid must depend
on its own active power generation output to avoid purchasing
expensive electricity from the external grid, whichwill lead to
a substantial increase in pollutant emissions because pollutant
discharge is a quadratic function of the active output.

A comparison of Fig. 10 and Fig. 11 indicates that the
NSGA-II readily falls into local optimal solutions under the
complex grid conditions consideringWP uncertainty, and that

the CoNSBAS algorithm can not only obtain the optimal
solutions of the NSGA-II, but can also obtain a superior
Pareto front. According to the NSGA-II calculation data,
the operating cost is 81.96 yuan when the pollution emis-
sion is 8.521 kg and degree of power generation unit output
asynchrony is 32.02 kW2. Meanwhile, the operating cost
obtained by the CoNSBAS algorithm is 81.96 yuan when
the pollution emission is 8.53 kg and the output difference
is 31.66 kW2, which reduces the operating cost by 21.40%
relative to that of the NSGA-II. Moreover, it is found that
the Pareto front provided by the NSGA-II presents various
irregularities, such as sudden changes, while the CoNSBAS
algorithm achieves a much smoother Pareto front. At the
same time, the CoNSBAS algorithm is able to obtain a stable
solution with a fewer number of iterations, which is more
rigorously verified in the following subsection. In addition,
in the case of equivalent pollutant emissions, a decreased
degree of output asynchrony means that the output of each
thermal power unit corresponds to a greater extent with the
raw material consumption coefficients, which reduces the
consumption of raw materials and the operating cost. The
Pareto front of the CoNSBAS algorithm reflects this feature
much better than the NSGA-II.

E. COMPARISON OF MULTI-OBJECTIVE ECONOMIC
DISPATCHING ALGORITHMS-CONVERGENCE
PERFORMANCE
The convergence performance of the NSGA-II and the
CoNSBAS algorithm obtained at given periods t = 24 h are
compared in Fig. 12.

FIGURE 12. Comparison of convergence properties and computational
efficiency of NSGA-II and CoNSBAS algorithm.

It can be seen from Fig. 12 that both algorithms obtain
stable solutions after 65 iterations. For example, the NSGA-II
obtains a stable solution after 18 iterations, while the CoNS-
BAS algorithm obtained a stable solution after the sixth iter-
ation, and provides a better solution than that obtained by
the NSGA-II. Therefore, the CoNSBAS algorithm is supe-
rior to the NSGA-II in terms of its convergence properties,
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particularly with respect to the convergence speed and con-
vergence result.

VI. CONCLUSION
In this paper, the dynamic partition method and the PSO
algorithm were employed to delineate the upper and lower
intervals of WP output. The expected WP output prediction
cost was obtained by fitting the normalized WP output data
to beta functions. Then, a CCHP microgrid system model
based on the TOU tariff mechanism considering WP uncer-
tainty was established. The proposed CoNSBAS algorithm
combined the NSGA-II with co-evolution theory and the BAS
algorithm to address the premature convergence and slow
convergence of conventional NSGA-II. Finally, the effective-
ness and superiority of the global optimal solution search
ability and convergence performance of the CoNSBAS algo-
rithm were verified by simulations of the modeled microgrid
system in comparison with the characteristics obtained using
the conventional NSGA-II.
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