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ABSTRACT In this study, an anatomic semantic guided neural style transfer (ASGNST) algorithm was
developed and pseudo-computed tomography (CT) images synthesized in steps. CT images and ultrasound
(US) images of 20 cervical cancer patients to be treated were selected. The foreground (FG) and back-
ground (BG) regions of the US images were segmented by the region growth method, and three objective
functions for content, style, and contour loss were defined. Based on the two types of regions, a local
pseudo-CT image synthesis model based on a convolution neural network was established. Then, global
2D pseudo-CT images were obtained using the weighted average fusing algorithm, and the final pseudo-CT
images were obtained through 3D reconstruction. US phantom and data of five additional cervical cancer
patients were used for prediction. Furthermore, three image synthesis algorithms—global deformation
field (GDF), stepwise local deformation field (SLDF), and neural style transfer (NST)—were selected for
comparative verification. The pseudo-CT images synthesized by the four algorithms were compared with the
ground-truth CT images obtained during treatment. The structural similarity index between the ground-truth
CT and pseudo-CT synthesized by the improved algorithm significantly differed from those synthesized
by the other three algorithms (tGDF_bg = 7.175, {SLDF_bg = 4.513, INST_bg = 3.228, {GDF_fg = 10.518,
tSLDF_fg = 5.522, tNsT_fg = 2.869, p < 0.05). Further, the mean absolute error and peak signal-to-noise
ratio values prove that the pseudo-CT synthesized by the ASGNST algorithm is similar to the ground-truth
CT. The improved algorithm can obtain pseudo-CT images with high precision and provides a novel direction

for image guidance in cervical cancer brachytherapy.

INDEX TERMS Neural style transfer, pseudo-CT, radiotherapy, ultrasound.

I. INTRODUCTION

Brachytherapy based on the afterloader system is an impor-
tant part of cervical cancer radiotherapy. Compared with
external radiotherapy, the dose distribution of brachytherapy
is uneven, the dose is multiplied from the position of
the applicator, and the dose-drop gradient is large. There-
fore, dose control of organs at risk (OARs) such as
the bladder, cervix, and rectum is particularly important
during brachytherapy [1]. Image-guided technology can
adjust the relative position between the applicator and
the OARs to ensure accurate treatment. Computed tomog-
raphy (CT), magnetic resonance imaging (MRI), and ultra-
sound (US) are regularly used in brachytherapy [2], [3].
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Radiotherapy planning and dose assessment in patients
are performed using CT images, thus CT images are the
necessary image modality for brachytherapy. However, arti-
facts exist in the metal material applicator after CT scan-
ning, which affect the imaging quality at planning target
volume (PTV) and the accuracy of dose implementation [4].
Repeated CT scans also increase the patient’s additional
radiation dose during the calibration of the application posi-
tion for fractional therapy, resulting in toxic side effects [5].
Compared with CT images, MRI provides a high resolu-
tion of soft tissue and does not involve radiation. However,
the scanning time of MRI is longer, and the position
of the patients can change during scanning, resulting in
errors [6]. Compared with the first two guiding imaging
devices, US has the advantages of portability, non-radiation,
and real-time performance while determining the position of
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the applicator [7]. Tagger et al. found in an image-guided
device for cervical cancer brachytherapy that about 70% of
patients require US image guidance when implanting the
applicator [8]. At present, US can only assist CT images
to perform brachytherapy and cannot be directly used to
design and modify a radiotherapy plan. Moreover, the ability
of radiotherapists to read US images is weaker than their
ability to read CT images. Based on the anatomical semantic
guided neural style transfer (ASGNST) algorithm, a matching
relationship between ultrasound and CT images can be estab-
lished in the foreground (FG) and background (BG) regions,
and partial pseudo-CT images can be synthesized stepwise
and finally merged into global pseudo images. This is a novel
idea to solve the above problems.

The acquisition of pseudo-CT images based on US
imaging is mainly divided into two categories: the defor-
mation field registration method and the image synthesis
method. The former refers to virtual CT images formed by
applying a deformation field obtained by registration between
the US image acquired at the simulation stage (USgjy,) and
the US image acquired at the treatment stage (USi) to the
CT image acquired at the simulation stage (CTgim) [9].
Van der Meer et al. first obtained pseudo-CT images based
on the US image deformation field and applied it to clinical
radiotherapy. They proved that pseudo-CT images can repre-
sent the anatomical structure information of patients better
than CTsj, images [10]. Based on the research of Van der
Meer et al., we defined different regions of interest (ROIs)
for the USgim and USi and then performed local registra-
tion to obtain several deformation fields. These fields were
then applied to the CTgjy, to obtain pseudo-CT. We veri-
fied that the pseudo-CT images obtained by US deformation
based on stepwise local registration were similar to cone
beam computed tomography (CBCT) images [11]. However,
the deformation fields based on multiple ROIs are discon-
tinuous, resulting in inaccurate connection of tissues and
organs at the critical positions of different ROIs, which
can be solved by smoothing, which reduces image clarity.
The image synthesis method can overcome the limitation of
acquiring pseudo-CT images based on deformation fields.
Image synthesis involves extracting the features of CT images
and other modal images using methods such as machine
learning or deep learning, matching the features of the
same region, and using matching results as the training
set. By adding images of other corresponding modalities
in the test stage, the corresponding pseudo-CT images can
be obtained. At present, most scholars have synthesized
pseudo-CT images through MRI and PET, while in-depth
research on the synthesis of pseudo-CT based on US images
is lacking [12]-[14].

Neural style transfer (NST) algorithms have been applied
to image synthesis and mainly include image iterative
methods [15]—-[17] and model iterative methods [18], [19].
However, NST has not been applied yet to study medical
image synthesis. Traditional NST methods include semantic
mismatching problems, such as migrating the BG texture
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of the style image to the FG of the target image. Semantic
consistency is not maintained during the migration process,
and there is no global linear matching relationship between
US images and CT images [20]. Champanard et al. solved the
above mismatching problem by manually preparing semantic
graph information, but the high labor cost and low effi-
ciency limited the promotion of the algorithm [21]. In this
study, an ASGNST algorithm was proposed to synthesize
pseudo-CT images stepwise. We defined three objective func-
tions: content loss, style loss, and contour loss. The regional
growth method was used to segment the bladder and cervix
in the US image as the FG region, and the remaining region
as the BG region. Convolutional neural networks (CNN5)
were established based on the two types of regions. The
algorithm can automatically extract the semantic information
of the reference CT images and the contour information
of the US images and can synthesize a pseudo-CT image
with two types of information as constraints. Mismatch of
content and style between different regions is avoided, while
the accuracy of the FG region contour is ensured. We used
the ultrasound phantom and real patient data to synthesize
pseudo-CT images separately. The synthesized pseudo-CT
images were compared with the ground-truth CT images to
verify the feasibility of the method applied to brachytherapy.
Ground-truth CT refers to the CT images acquired during the
treatment phase. The process of pseudo-CT image synthesis
is shown in Fig. 1. After the model was trained, only the
US images were added to the network in the test phase to
obtain the corresponding pseudo-CT images. The results of
this study will provide a novel direction for image guidance
in cervical cancer brachytherapy.
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FIGURE 1. Flowchart of pseudo-CT images synthesis.
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Il. METHODS

A. DATA ACQUISITION

In this study, 20 patients to be treated for cervical cancer
were randomly selected to obtain CT images at the simulation
stage and US images at the treatment stage. The original
CT images were obtained from the CT scanner (Philips
Company, Netherlands) with a size of 512 x 512 x (76-101)
and a resolution of 0.97 x 0.97 x 1 mm?>. The original US
images were obtained from the Clarity US scanning device

168429



IEEE Access

H. Sun et al.: Stepwise Local Synthetic Pseudo-CT Imaging Based on Anatomical Semantic Guidance

(Elekta Company, Sweden) with a size of 256 x 256 x
(86—120) and a resolution of 1.17 x 1.17 x 1 mm?3. Before
image synthesis, we preprocessed the experimental data with
affine registration to correct the shift, rotation, and scale
difference between the two modal images. The size of the
image data of all cervical cancer patients was unified as
120 x 130 x 60, and the resolution was uniformly adjusted
to 1 x 1 x 1 mm?, which was used as the training data set
of the CNN. In addition, image data of five cervical cancer
patients and US phantoms were selected, and the model was
tested after preprocessing. In the CNN, we removed the full
connection layer in the classic VGG Net to obtain the image
results. To ensure that the image size after the output network
is the same as the image size before the input network, we set
the padding in the convolution layer and the pooling layer to
SAME. The CNN has 16 layers, including four convolution
groups and four pooling layers. The first two convolution
groups have two network layers. Each layer contains convo-
lution, instance normalization (IN), and ReLLU activation; the
last two convolution groups have four network layers, which
also contain convolution, IN, and ReLU. In the next layer of
each convolution group, there is a pooling layer; the size of
convolution kernel in the convolution layer is 3 x 3, and the
size of the pooling kernel in the pooling layer is 2 x 2. The
number of filters are 64, 64, 256, 256, 256, 256, 512, 512,
512, and 512, respectively, for the individual layers.

B. IMAGE PREPROCESSING OF US AND CT

Because of the different scanning conditions and imaging
principles of ultrasonic and CT equipment, direct synthesis
using the original images obtained by these machines would
result in image distortion. Therefore, the original ultrasound
and CT images had to be preprocessed before they could
be used for pseudo-CT synthesis. The image preprocessing
procedure is illustrated in Fig. 2.

FIGURE 2. Flowchart of image preprocessing.

The process can be divided into the following four steps.
I. Affine registration was performed on the CT images
acquired during treatment and the simulation stage to ensure
that the size and resolution of the two modal images were
consistent. II: Compared with the CT images, US images have
a small imaging range. Therefore, to ensure the accuracy of
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the image synthesis regions, a common region of the two
modal images needs to be extracted. Based on the results
of image registration and resampling, we extracted the local
imaging region from each of the 2D slices in the global
original US and CT images. III: A binary mask of US images
is made by the region-growing image-segmentation method,
and the FG and BG regions of the US image are separated.
The binary image is also used as a reference image for
contour loss in subsequent image synthesis operations. In this
study, the Sobel edge detection method was used to obtain
the contour of the binary image. IV: White noise is added
to the binary mask image based on the FG and BG regions,
and the FG and BG noise images are obtained after pixel
operation. The two types of images were taken as the initial
images for stepwise acquisition of the pseudo-CT images
based on CNN. In addition, FG CT and BG CT images were
obtained based on the FG and BG regions distinguished by
the binary mask, which were used as the reference images
of content loss and style loss in the stepwise image synthesis
operation.

C. STEPWISE ACQUISITION OF PSEUDO-CT

IMAGES BASED ON CNN

As a classic CNN structure, VGG Net, has been widely
used in image segmentation and image recognition [22]-[24].
Among the many deep neural networks, VGG Net has a
simple structure, and the feature extraction effect obtained
using multiple filters of smaller size is better than that
obtained using larger filters. Multiple nonlinear network
layers increase the depth of the network, so the network can
learn more complex features and the calculation cost can be
reduced [25]. In this study, a part of the network layer in
VGG Netl9 was used to synthesize the pseudo-CT images,
which were synthesized on phantom and real patients. The
framework of the proposed algorithm is shown in Fig. 3.
The algorithm model is composed of two parts: FG-based
and BG-based image generation models. The local imaging
regions were synthesized stepwise to avoid the problem of
semantic mismatching style transfer, and the final global
pseudo-CT images were obtained using the weighted average
fusion algorithm. Because the resolution of the abdominal CT
images is lower than that of MRI and US images, the texture
features and grayscale differences between different tissues
are not very obvious. Therefore, to approximate the similarity
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FIGURE 3. Stepwise acquisition of pseudo-CT images based on
convolution neural network.
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of style and content between pseudo-CT images and real CT
images, we reserved the pooling layer in the network. Based
on the convolution operation of the CNN, a network layer
with Ny, filters provides Ny feature maps. The size of the
feature map is the product of its length Hy, and width W, and
the feature maps of the network layer h can be represented
by the matrix X” € RF»Wi X and y are the images to be
generated and CT images, respectively, and X and Y are the
corresponding feature maps. Then, the function of content
loss is defined using (1):

1
PONC R ORI

Lcontent(-;é’ 5)1 h) = 2H,W,,

X;’ is the ReLU activation value of the ith filter in the h
network layer of the image to be generated at position j, and
Y i}.' is the ReLLU activation value of the ith filter in the network
layer h of the CT image at position j. H, and W}, are the
length and width of the h-layer feature maps, respectively.
The Gram matrix method is used to establish the response
relationship between different filters in the same h network
layer [26], which is expressed by GZ The Gram matrix can be
regarded as an eccentric covariance matrix between features
(that is, a covariance matrix without subtracting the mean).
In the feature maps, each value is obtained by convolution of
a specific filter at a specific location; thus, they represent the
intensity of the feature. Gram actually calculates the correla-
tion between the two features. The diagonal elements of the
Gram matrix also reflect the number of each type of feature
in the image. Furthermore, the Gram matrix is obtained by
calculating the inner product between the i-th and j-th feature
maps of the h network layer, as shown in (2):
h 1 hph

Glj - Hy W, ZFi FJ @)
By calculating the Euclidean distance of the statistical
features of the Gram matrix between the CT image and the
image to be generated, we can minimize the difference in
the Gram matrix between the two images as the optimization
objective, and the Gram style feature information of the image
to be generated is constructed based on the feature maps of
each network layer. X and y are the images to be generated
and CT images, respectively, and Gx and Gy are the Gram
style features corresponding to the images. Thus, the formula
for calculating the function of style loss is shown in (3):

5 > oy 2
Lyt (5,5, 1) =Y > m(Gxi; -Gy B)
ij h

where «y, represents the weight of the image style loss of the
h network layer, and the final loss value can be obtained by
accumulating the style loss of each network layer. Gxg repre-
sents the Gram matrix obtained by the inner product of the
i-th and the j-th feature maps in the h network layer of the
images to be generated. Gyf.; is the Gram matrix obtained by
the inner product of the i-th and the j-th feature maps in the
h network layer of the CT images.Hy and W), are the length
and width of the h-layer feature maps, respectively.
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Because the US and CT images used in image synthesis
are acquired in different stages, the contours of the organs
presented by them differ. In the process of image synthesis,
the contour of the FG region should be considered to ensure
that the contour of the bladder, cervix, and other OARSs in the
generated CT image is the same as that in the original US
image. In this study, a Dice coefficient was introduced, and
x and z were set as pseudo-CT images and ground-truth CT
images, respectively. The binary pseudo-CT images and the
binary original US images were compared, and the contour
loss function was calculated using (4):

2|Lz N Lz
ILz| + Lzl
where L; and L; are the binary segmentation results of the FG
region in the pseudo-CT images and the original US images,
respectively.

In summary, to introduce the content and style of the CT
image into the pseudo-CT image and to obtain the contour
of the FG region accurately, the content loss, style loss, and
maximum contour loss functions need to be minimized. The
total loss function is defined as

“

Leontour (557 2) =

Liotal (}, 5)7, za h) = w1 Lcontent (;C’ 5;7 h)

+CU2Lstyle ()_év 5;7 1) ~+w3Leontour (;C’ E) (5)
where w1, w2, and w3 are the weights of content loss, style
loss, and contour loss, respectively. Considering the results

obtained by Gatys et al. [30], we set wj/w; = 1073 and
w3/wy = 1072,

Ill. EVALUATION

In this study, three quantitative measures, structural simi-
larity index (SSIM) [27], mean absolute error (MAE), and
peak signal-to-noise ratio (PSNR), were used to evaluate the
accuracy of the image synthesis algorithm. The mathematical
definition of SSIM is as follows:

Cuer, i, + c1)Qoy,g, + c2)

2 2 2 2

(M]g + H[p + Cl)(olg + U]p)
c1 = (kiL)* 2 = (koL)? ™

SSIM =

(6)

where uj, and uj, are the mean gray values of the
ground-truth CT images and the pseudo-CT images,
respectively.oj, and oy, are the variances of the gray values
of the ground-truth CT images and the pseudo-CT images,
respectively. oygpp is the covariance. ¢; and ¢, are constants
used to maintain stability. L refers to the range of gray values
of the CT image. The values of k; and k; are 0.01 and 0.03,
respectively. The value range of SSIM is [—1, 1]. The larger
the value is, the greater is the similarity between the two
images.

The mathematical definitions of the other two measure-
ment methods are as follows:

1 X—1 Y—1 Z—1
MAE = Yo Zy:o Zz:o 1 (x, y, -y (x, ¥, 2)|
8)
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PSNR = 20 loglo

MAX
X—1Y-1Z-1

XYZ Z Z Z |I (x,y,2)— I (x, y,z)|2

x=0 y=0 z=0

©))

In (8) and (9), I, and I, represent the ground-truth CT
images and the synthetic pseudo-CT images, respectively.
X, Y, and Z represent the size of the image. MAX represents
the maximum gray value of the CT images. The lower the
MAE value is and the higher the PSNR value is, the closer the
pseudo-CT image is to the ground-truth CT image. The calcu-
lation of the above three measurement methods is related to
the gray values of the CT image, and the gray range of CT
image is unified as [0,4000] [28].

IV. RESULTS

Figs. 4 and 5 show the error maps of ground-truth CT
and pseudo-CT images obtained by four different synthetic
methods based on the data of US phantom and cervical
cancer patients, respectively. Because the US mode is a rigid
structure, no deformation occurs. Therefore, to obtain the US
deformation field and subsequently the pseudo-CT based on
the deformation field method, this study artificially deformed
the US and CT images. Based on the global US defor-
mation field (GDF), the soft tissue area in the pseudo-CT
images was deformed, which was not ideal. The pseudo-CT
images obtained from the stepwise local US deformation field
(SLDF) were better than the former, but the continuity of the
images was poor. The pseudo-CT image could be roughly
synthesized based on the NST algorithms. However, because

US

GDF SLDF ASGNST

FIGURE 4. Error maps of ground-truth CT and pseudo-CT images obtained
by four different synthetic methods based on US phantom data.
GDF: global US deformation field. SLDF: stepwise local US deformation

field. NST: neural style transfer. ASGNST: anatomic semantic guided
neural style transfer.
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FIGURE 5. Error maps of ground-truth CT and pseudo-CT images obtained
by four different synthetic methods based on cervical cancer patients
data. GDF: global US deformation field. SLDF: stepwise local US
deformation field. NST: neural style transfer. ASGNST: anatomic semantic
guided neural style transfer.

of the mismatch between the style and the content in different
FG and BG regions, the gray values of the pseudo-CT images
were inaccurate and the noise was obvious. The pseudo-CT
images synthesized by the ASGNST based on the FG and
BG regions had better effect. The contour of each organ was
similar to the ground-truth CT image, the grayscale of the
image was relatively accurate, and the noise of the image
was not obvious. Compared with the previous methods,
the images obtained by the proposed algorithm were better.

TABLE 1. SSIM measurement results of pseudo-CT images and ground
truth CT images based on four different image synthesis algorithms.

SSIM (%)
GDF SLDF CNN S-CNN
Foreground 88.1 94.3 97.1 97.9
Model
Background 93.7 96.9 97.7 97.8
Foreground 87.6 90.7 92.9 93.5
Patient1
Background 85.2 85.7 90.5 91.5
Foreground 82.4 87.4 89.3 91.7
Patient2
Background 80.2 86.3 89.2 91.9
Foreground 83.0 87.9 91.5 94.3
Patient3
Background 82.9 85.7 90.3 92.9
Foreground 86.5 89.5 93.6 93.5
Patient4
Background 82.8 88.1 92.1 93.3
Foreground 85.1 91.5 91.6 92,9
Patient5

Background 84.6 90.3 91.7 92.4

Table 1 shows the SSIM measurement results between the
ground-truth CT images and the pseudo-CT images synthe-
sized by the four different image synthesis algorithms. Based
on the comparison results of ground-truth CT and pseudo-CT
images synthesized by the proposed algorithm, the paired

VOLUME 7, 2019



H. Sun et al.: Stepwise Local Synthetic Pseudo-CT Imaging Based on Anatomical Semantic Guidance

IEEE Access

B GDF M SLDF B NST H ASGNST

40

35
£ =
B 30 55 *
25
20
Foreground Background
(2)
B GDF B SLDF ENST EH ASGNST

60

55

-

40

REN
[ X[ ]

MAE

:

Background

35
Foreground

(b)

FIGURE 6. Results of similarity measure evaluation. (a) MAE measure
evaluation results. (b) PSNR measure evaluation results.

T test was performed using the results of other three algo-
rithms. The results showed that there were significant differ-
ences between the FG and BG regions (tgpp pg = 7.175,
{SLDF_bg = 4,513, INST bg = 3.228, {GDF_fg = 10.518,
tSLDF_fg = 5.522, INST_fg = 2.869, p < 0.05). Fig. 6aand b
respectively show the results of two measures of MAE and
PSNR on the FG and BG regions of ground-truth CT and
pseudo-CT synthesized by the four methods. Compared with
the other three algorithms, the pseudo-CT images obtained
by the image synthesis algorithm proposed in this study were
more similar to the ground-truth CT images in anatomical
structure.

V. DISCUSSION

In this study, the FG and BG regions were segmented based
on US images, the real CT images were used as the reference
images, and a style transfer deep CNN was used to estab-
lish a matching relationship between US and CT images in
the FG and BG regions. Further, local pseudo-CT images
were synthesized stepwise and finally fused into complete
pseudo-CT images. Without the guidance of semantic infor-
mation, synthesis of pseudo-images based on global images
would result in semantic mismatching, which would cause
serious deviation between the Hounsfield Unit (HU) values
in the FG regions of the pseudo-CT images and those in the
FG regions of real CT images, thus affecting the accuracy
of radiotherapy planning. Different OARs were segmented as
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different FG regions based on the US images, and the image
synthesis progress in those regions was restricted by adding
style loss and content loss functions.

Meanwhile, to ensure that the pseudo-CT image synthe-
sized in the FG region was as similar as the reference CT
image in the contours, a contour loss function based on
the Dice coefficient was added to constrain the anatomical
structure of the pseudo-CT FG regions. According to the
experimental results, compared with the methods based on
US deformation field and neural style transfer, the pseudo-
CT images obtained by the method proposed in this study
are more similar to the ground-truth CT images in anatomical
structure. The SSIM value was approximately one, the MAE
value was low, and the PSNR was high.

According to Ulyanov et al., standardizing a single image
instead of a group of images by the example standardiza-
tion method can significantly improve the quality of image
migration, which is equivalent to the batch normalization of
batch size 1 [29]. Gatys et al. showed that replacement of
the max-pooling layer in VGG Net19 into an average-pooling
layer could synthesize images with better visual effects [30].
Therefore, we improved the original VGG Net network
and added IN before the corresponding ReLU activation
layer. Therefore, our study improved the original VGG Net
network, replacing the largest pooling layer with the average-
pooling layer, and adding IN before the corresponding ReLU
activation layer of the network.

Compared with MRI and US images, CT images have a low
soft tissue resolution, and the differentiation of soft tissues in
the images is not obvious. Therefore, a fully convolutional
network was not adopted, and the average-pooling layer was
added after the corresponding convolution layer in network
to ensure the invariance of features as much as possible and
reduce the error of feature extraction [31]. Three-dimensional
reconstruction was performed based on the marching cubes
algorithm according to the sequence of 2D pseudo-CT images
synthesized by the CNN to form 3D pseudo-CT images.

The method of acquiring pseudo images based on US
images has a disadvantage in that because US images and
CT images are acquired in different periods, the position of
the bladder and uterus in the patient’s body may change to
different degrees, and the pressing of the probe may cause
the surface of the patient’s body to deform, thereby causing
deformation of the bladder. The above unavoidable factors
may interfere with the synthesis of pseudo-CT images [32].
To solve this error problem, US robotic arm will be used
to replace manual acquisition of US images in subsequent
experiments. The US probe will be attached to the robotic
arm that performs constant pressure scans over a predeter-
mined orbit. Although neural style transfer can be used to
synthesize images in real time on the GPU, owing to the
obvious differences in the styles of different modal images,
a separate model needs to be trained for each style in advance.
A large number of manual operations have great limitations.
This study is a preliminary study on the method of neural
style transfer to synthesize pseudo-CT images based on
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US images. The next study will utilize generative adversarial
networks (CycleGAN, etc.) to generate pseudo-CT images.

VI. CONCLUSION

In this study, an ASGNST algorithm was developed, and
pseudo-CT images were synthesized in steps. In this algo-
rithm, the CT images obtained in the simulation stage were
used as the reference image of the style loss function and
the content loss function, and the binary US segmentation
images obtained in the treatment stage were used as the
reference image of the contour loss function. A matching
relationship between US and CT images was established with
the segmented FG and BG regions. The local pseudo-CT
images were synthesized stepwise and finally merged into
global pseudo images, which could be used for brachytherapy
for cervical cancer patients. The experimental results show
that the proposed algorithm is more accurate than those
based on US deformation field or traditional neural style
transfer. Pseudo-CT images synthesized based on US images
have good application prospects for replacing traditional CT
images as guiding images in cervical cancer brachytherapy.
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