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ABSTRACT With the wide application of nuclear magnetic resonance imaging, the multiplicative bias field
in nuclear magnetic resonance images has created great difficulties for doctors in reading diagnostics and for
computers in autoprocessing. Most previous methods eliminate the bias field in the image by estimating a
single unknown bias field. An improved method that uses the nonparametric maximum likelihood to jointly
eliminate bias from multiple magnetic resonance imaging (MRI) images is proposed in this paper. The
method uses the statistics from the same location across different patient images, rather than within an image,
and builds a ‘‘multiresolution’’ nonparametric tissue model conditioned on image location.We use a separate
and nonparametric model to consider the intensity values at each pixel and utilize nonparametric maximum
likelihood distance measures to simultaneously eliminate the bias of magnetic resonance (MR) images from
different patients. Finally, the performance of the same was tested on a synthetic MRI dataset and a real
MRI dataset and is found that the proposed algorithm provides better performance than the method of using
entropy minimization across images and the most popular and widely used method, N4.

INDEX TERMS Magnetic resonance imaging (MRI), bias field, intensity inhomogeneity correction,
nonparametric maximum likelihood, distance measure.

I. INTRODUCTION
With the rapid development of medical imaging technology
as a non-invasive, non-ionizing radiation diagnostic tool,
magnetic resonance imaging (MRI) has increasingly become
a commonly used detection method in clinical practice. How-
ever, the problem of grayscale in-homogeneity often occurs
with MRI. The mean and variance of different local regions
of the same tissue have a large bias, which is called the
‘‘in-homogeneous field’’ or ‘‘bias field’’. Additionally, this
problem has become more prominent after the appearance of
high field intensity nuclear magnetic resonance equipment.
The variation of MRI density caused by the bias field can
occasionally reach 30% of the normal image density gain [1],
which causes great trouble for doctors in image assessment
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and clinical diagnosis, and has an adverse effect on computer
digital processing of medical images, such as segmentation,
registration, and quantification.

TheMRI bias field is generally defined as a slowly varying
and smooth multiplicative field added to the real undisturbed
MRI image. The main factors that cause this multiplicative
field are [1], [2] (1) an in-homogeneous scanning magnetic
field, (2) a difference in the magnetization characteristics
(magnetic susceptibility) of the biological tissue, (3) differ-
ential attenuation of signal determined by structure position,
(4) radio frequency penetration, (5) induced current due to
gradient changes [3] and (6) other nonlinear characteristics
of the scanning device (sensitivity of the receiving coil, oper-
ating conditions, age and state of the device, etc.) [4], [5].
Under normal circumstances, the intensity non-uniformity is
mainly caused by (1), and a low-frequency brightness change
occurs between the entire field of view and the slice [6].
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FIGURE 1. A MR image of the human brain contaminated by a
multiplicative bias field. (a) An intrinsic image. (b) Simulated
low-frequency bias fields. (c) The contaminated image.
(d) Two-dimensional sine/cosine bases for constructing band-limited bias
fields.

The goal of magnetic resonance (MR) bias correction
is to estimate an undamaged image from the corrupted
image, as shown in Fig. 1. Preprocessing correction methods
based on the characteristics of magnetic resonance imaging
equipment have substantial limitations and are not suitable
for clinical applications. A large number of image post-
processing correction methods have been introduced, and
are generally divided into the following [7], [8]: (1) filter-
based methods [9], e.g., homomorphic filtering and
wavelet-based multiscale filtering algorithms, (2) statistical
model-based methods [10], (3) spatial shape information
model-based methods, (4) methods based on a surface fitting
field [1], [11], and (5) histogram based methods [10], [12].
Wells et al. [13] developed a statistical model with dis-
crete organizational sets that uses the expectation maxi-
mization (EM) to simultaneously estimate the bias fields,
organizational types and residual noise. This approach works
well in many cases, but the model must be developed from a
‘‘no bias’’ image and the number of tissues is fixed. Viola [14]
proposed a nonparametric method, which assumes that he
bias correction field would be estimated by minimizing the
distribution entropy of pixel brightness. Although thismethod
solves several problems of the fixed tissue parameter model,
the statistical model only comes from the data of a single
image, which is weak, and nomechanism exists to distinguish
selected low-frequency image components from the bias
field. This method may mistake the signal for noise in certain
cases.

The N4 bias correction method proposed by
Tustison et al. [12] is currently the most popular and widely
used bias correction method, which used robust B-spline
approximation routine and a modified hierarchical optimiza-
tion scheme for bias field correction [15]. N4method requires
foreground extraction and efficiency might depend on the

accuracy of background removal, initialization of bias field
histogram width and spline distance [16]. It is time consum-
ing whenN4 is implemented in The Insight Segmentation and
Registration Toolkit (ITK).

Erik proposed an algorithm for joint removal of MRI bias
using entropy minimization across images [17]–[19]. The
algorithm utilizes data from multiple MR images of different
patients to provide improved distribution estimation, estab-
lishes a ‘‘multiresolution’’ nonparametric tissue model based
on image position, and uses entropy minimization measures
to remove bias across images. This approach reduces the
need for unbiased images in model creation. However, in the
organization model, the image entropy and entropy gradient
are calculated by using the log function multiple times across
the images, and as the number of images increases, the bias
removal effect improves, but the calculation also increases
sharply. If the number of images is small and the bias is
serious, the model removes the bias effect poorly. Therefore,
we change the intensity similarity from cross-image mini-
mum entropy to cross-image minimum distance in this paper.
The improved method can greatly reduce the calculation
amount and enhance the calculation speed in the case of a
large number of images, and can achieve a better bias removal
effect when the number of images is small and the image
corruption is serious.

II. PROBLEM DESCRIPTION AND IMAGE MODEL
It is assumed that each image I i (1 ≤ i ≤ N ) in a brain MR
image set I

(
I1, I2, . . . , IN

)
contaminated by a bias field

(called observation image set) obtained from a fixed popula-
tion can be approximated by a multiplicative field [6], which
can be expressed by the following mathematical model:

I i (x, y) = L i (x, y)∗ Bi (x, y)+ NO (x, y) , (1)

where L i (1 ≤ i ≤ N ) ∈ L is a bias-free image (also called
intrinsic image); Bi (1 ≤ i ≤ N ) ∈ B is a smooth bias field;
NO (x, y) is additive white Gaussian noise or an additive bias
field, which can be removed by conventional low frequency
filtering; L is the intrinsic image set; B is the set of unknown
smooth bias fields; (x, y) is the pixel position, and N is
the total number of images. Therefore, formula (1) can be
simplified as follows:

I i (x, y) = L i (x, y)∗ Bi (x, y) . (2)

Fig. 1(a) is a bias-free and noiseless intrinsic image L i

obtained from the Brain Web Simulated Brain Database [20],
Fig. 1(b) is a low-frequency bias field Bi constructed by
Fig. 1(d), and Fig. 1(c) is the contaminated image I i obtained
by multiplying Fig. 1(a) and Fig. 1(b). The goal of MR bias
correction is to recover Fig. 1(a) from Fig. 1(c).

Pixels of specific locations of each image in the contami-
nated image set (e.g., portions indicated by the small squares
in Fig. 2) are aggregated to form a pixel stack. Fig. 2(c) is
the histogram distribution of the pixel stack formed by the
small squares in Fig. 2(a), and Fig. 2(d) is the histogram
distribution of the pixel stack formed by the small squares

VOLUME 7, 2019 166763



Y. Xu et al.: Bias Correction of Multiple MRI Images

FIGURE 2. The distribution changes of gray histogram. (a) Contaminated
brain images from five different infants. (b) Corrected images using our
bias field removal algorithm. (c) Histogram distribution of pixels in the
pixel stack composed of small squares in (a). (d) Histogram distribution
of pixels in the pixel stack composed of the same small squares in (b).

in Fig. 2(b). According to the distribution of the histogram,
due to the nonlinear mapping of the bias field in Fig. 2(a),
the intensity of the tissue originally distributed in a narrow
band is widened, and the intensity distribution of each tissue
is severely overlapped, which makes the boundaries between
the peaks non-obvious, and the distribution of intensity tends
to be uniform. This nonlinear mapping leads to an extension
of the grayscale distribution of each type of tissue, which
causes an increase in the image entropy.

Themethod of Erik [17] is based on the principle that when
the bias fields have been removed, the pixel-stack values
are similar, and in other words, they have lower empirical
entropy. This method assumes that all pixels in the intrin-
sic image generation model are independent, the probability
distribution of the intensity of each pixel at the location
(x, y) is px,y(·), and the bias fields of each image are chosen
independently and randomly. Unlike most models that rely on
statistical rules within an image, this model uses a completely
orthogonal approach by assuming that pixel values are inde-
pendent given their image locations, and when the bias field
is removed, the pixel stacks in general have low entropy.

Erik [17] expressed the problem as a maximum a poste-
riori (MAP) problem that searches for the most likely bias
field given the set of contaminated images I. Let B denote
the space composed of a two-dimensional sine/cosine base of
the smoothed bias fields (corresponding to the 25 base images
of Fig. 1(d)).

argmaxP (B |I )
B∈B

(a)
≈ argmin

B∈B

∑
x,y

H
(
px,y

)

(b)
≈ argmin

B∈B

∑
x,y

∧

H
Vasicek

(
L1 (x, y) , . . . ,LN (x, y)

)
= argmin

B∈B

∑
x,y

∧

H
Vasicek

(
I1 (x, y)
B1 (x, y)

, . . . ,
IN (x, y)
BN (x, y)

)
. (3)

In Formula (3),H is the Shannon entropy [21], and
∧

HVasicek

is a sample-based entropy estimator (See Formula (4)).
Vasicek’s [22] estimator can quickly calculate the entropy
from many samples, instead of estimating the distribution
from the data estimate entropy from samples or instead of
estimating the distribution from the data. In Formula (3),
(a) is the approximate value of image entropy, and (b) is the
estimation of the image entropy directly from the samples

in the pixel stack by the entropy estimator
∧

HVasicek without

calculating px,y(·). When N is large enough, i.e., when the
number of images is large enough, the inequalities (a) and

(b) become equality in Formula (3), and
∧

HVasicek is calculated

as follows:

Ĥvasicek

(
Z1, . . . ,ZN

)
=

1
N − m

N−m∑
i=1

log
(
N
m

(
Z (i+m)

− Z (i)
))
, (4)

where Z i
′

s represent the values in a pixel-stack, Z (i) rep-
resents those same values in rank order, N represents the
number of values in the pixel-stack, and m is a function of
N (usually taken as m =

√
N ). For example, when m = 1,

Z (i+m) − Z (i) is the distance between two adjacent levels,
and the estimated result is proportional only to the sum of
the logarithm of these distances. These entropy estimators are
discussed at length elsewhere [23].

If the intensities of many pixels are concentrated at the
same region, the distance among these intensities is small,
that is, the intensity variations in the pixel stack are small.
If the distribution of intensity is diverged, the distance among
these pixels becomes larger. Therefore, to improve the calcu-
lation efficiency and the correction effect of the bias field at
the same time, the logarithm of the distance in Formula (4)
is directly replaced by the 1-norm or 2-norm function. In this
paper, we use theManhattan distance (1-norm) or the squared
Euclidean distance (2-norm), and the distance estimators are
as described as follows:

∧

DManhattan

(
Z1, . . . ,ZN

)
=

1
N − m

N−m∑
i=1

∣∣∣∣Nm (
Z (i+m)−Z (i)

)∣∣∣∣.
(5)

∧

DSEuclideank

(
Z1, . . . ,ZN

)
=

1
N − m

N−m∑
i=1

N
m

(
Z (i+m)−Z (i)

)2
.

(6)

III. ALGORITHM DESCRIPTIONS
The linear model of the bias fields is chosen to optimize
Equation (5) or Equation (6) over the set of a 2-D sine/cosine
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FIGURE 3. Flow chart of the bias field correction algorithm based on square Euclidean distance
measure.

set. Therefore, the j-th bias field is calculated as the follow-
ing [17]:

Bj (x, y) =
25∑
k=1

α
j
kφk (x, y) , (7)

where φk represents the k-th two-dimensional sine/cosine
base.

Equation (5) or Equation (6) is optimized by the gradient
descent method, which simultaneously updates the bias field
for each image to reduce the overall distance. In the optimiza-
tion process, at time step t , the coefficient of each bias field
α
j
k for each bias field is updated using the intrinsic image

estimation and overall distance estimate from time step t−1.
After all αj have been updated, a new set of estimated intrinsic
images and overall distances are renewed, and another opti-
mization step is applied until the stop criteria are met. If the
gradient step at time step t-1 is δt−1, then the gradient step at

time step t is:

δt = β ∗ δt−1, 0 < β < 1. (8)

Taking Equation (6) as an example, the algorithm pipeline
is shown in Fig. 3

With the right convergence, it is assumed that the distance
has been reduced as much as possible by optimizing the
bias fields. From the experimental results, by increasing the
number of images (N ) in the optimization, the likelihood of
becoming stuck in local minima is reduced, and the removal
effect of bias fields is improved.

The numerical gradient∇αj D of Equation (4), Equation (5)
and Equations (6) correspond to the following:

∇αj
∧

H Vasicek

(
Z1, . . . ,ZN

)
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=
1

N − m

N−m∑
i=1

(
m
N
·

1
Z (i+m) − Z (i)

·
∂
(
Z (i+m) − Z (i)

)
∂αj

)

=
1

N − m

N−m∑
i=1

(
m
N
·

1
Z (i+m) − Z (i)

·
∂
(
Z (i+m)−Z (i)

)
∂Bj

·
∂Bj

∂αj

)

=
1

N − m

N−m∑
i=1

(
m
N
·

1
Z (i+m) − Z (i)

·
∂
(
Z (i+m) − Z (i)

)
∂Bj

·

∂
25∑
k=1

α
j
kφk (x, y)

∂αj

. (9)

∇αj
∧

DManhat tan
(
Z1, . . . ,ZN

)
=

1
N − m

N−m∑
i=1

(
N
m
·
∂
(
Z (i+m) − Z (i)

)
∂αj

)

=
1

N − m

N−m∑
i=1

(
N
m
·
∂
(
Z (i+m) − Z (i)

)
∂Bj

·
∂Bj

∂αj

)

=
1

N − m

N−m∑
i=1

Nm · ∂
(
Z (i+m) − Z (i)

)
∂Bj

·

∂
25∑
k=1

α
j
kφk (x, y)

∂αj


(10)

∇α′
3

D sEudidenk
(
Z1, . . . ,ZN

)
=

1
N − m

N−m∑
i=1

(
N
m
· 2
(
Z (i+m)

− Z (i)
)
·
∂
(
Z (i+m)

−Z (i)
)

∂αj

)

=
1

N − m

N−m∑
i=1

(
N
m
· 2
(
Z (i+m)

− Z (i)
)

·
∂
(
Z (i+m)

− Z (i)

∂Bj
·
∂Bj

∂αj

)

=
1

N − m

N−m∑
i=1

(
N
m
· 2
(
Z (i+m)

− Z (i)
)
·
∂
(
Z (i+m)

− Z (i)

∂Bj

·

25∑
k=1

α
j
kφk (x, y)

∂αj

 . (11)

The measure of the execution time of the algorithm is
called the asymptotic time complexity of the algorithm,
referred to as the time complexity [24]. Assuming the number
of images isN , the time complexity of Equation (10) isO (q),
then the time complexity of Equation (9) is O

(
N 3
)
· O (q),

and the time complexity of Equation (11) is O (N ) · O (q).
That is why, in the case of the same number of images, Erik’s
method [17] runs much longer than our methods.

However, this model also has some shortcomings. For each
set of identical images, multiplying each image by the same

bias field does not increase the pixel-stack distance (since
all images will still be the same). More generally, when the
images are approximately equal, their pixel-stack distances
are minimally affected by a ‘‘common’’ bias field, i.e., the
bias field that appears in all images. Therefore, the model
cannot, in general, eliminate all bias fields from a set of
images but only sets all of the bias fields as equivalent.
Thus any constant bias field that remains in all images after
correction is called the residual bias field.

If the residual bias field tends to contain the compo-
nents of each base, its value approximates the average of
the components across images. For example, if half of the
contaminated images have a positive value for a particular
component’s coefficient and the other contaminate images
have a negative coefficient for that component, the residual
bias field tends to have a coefficient of the component that
is near zero. However, if the same type of bias field compo-
nent appears in most of the images, the algorithm does not
remove it. In this case, a within-image method can be used
to further remove the bias, but there is a risk of removing
components that actually represent smooth gradations in the
anatomy.

IV. QUANTITATIVE STANDARD FOR BIAS REMOVAL
A. IMAGE INFORMATION ENTROPY
Entropy is a measure of information unpredictability, which
can effectively evaluate the degrees of intensity inhomogene-
ity. Smaller entropy indicates a homogeneous image.

For image I , the gray scale range is 1 ∼M , and P is a ran-
dom variable within gray set G {1, 2, . . . ,M}; its probability
distribution is {p (i) = p {P = i} , i ∈ G}, where p (i) denotes
the probability of occurrence of pixels with gray value i in
image I , i.e., the value of the corresponding gray level i in
the gray histogram. The entropy of image I is defined as the
entropy of the random variable P:

H (P) = −
∑
i∈G

p (i) log (p (i)) = H (I ) . (12)

H (P) is a unimodal convex function distribution. When
the event obeys a uniform distribution, the entropy value
at this time is the largest, that is, p (i) = 1/

M , i =
1, 2, . . . ,M ,H (P)max = logM .

The image entropy is a statistical feature that reflects the
amount of average information in an image and is a measure
of the uncertainty of a random variable. When the entropy
is greater, the uncertainty of the event occurrence is greater,
and hence, the amount of information that can be obtained
from random variables is greater [25]. For a real undisturbed
image, the amount of information (i.e., entropy) is taken as
a fixed value H1, and the entropy of the contaminated image
of the bias field is H2. Due to the ambiguity of the bias field,
the probability of gray level occurrence of the contaminated
image tends toward an average distribution, resulting in an
increase in the uncertainty of the variable P, that is H1 < H2.
Therefore, image entropy can be used as a quantitative crite-
rion for evaluating the image sharpness.
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B. SSIM
The similarity measurement is performed on the intrinsic
image and the in-homogeneity-corrected image, and the qual-
ity of bias field removal is judged according to the image
similarity. Common image similarity comparison indicators
are peak signal to noise ratio (PSNR) and structural similarity
index (SSIM). The PSNR is based on the error between the
corresponding pixel points, that is, the image quality evalua-
tion based on error sensitivity, and does not take into account
the visual characteristics of the human eye (the human eye
is more sensitive to contrast differences of the lower spatial
frequencies, and the contrast difference in brightness is more
sensitive than the contrast in chromaticity; the perception
result of the human eye in an area is affected by the surround-
ing neighborhood), such that the evaluation result is often
inconsistent with the subjective feeling of the person. SSIM
is a structural similarity index that measures the similarity
between two images. Compared with the PSNR, structural
similarity is more consistent with human visual characteris-
tics in evaluating image quality [26]. SSIM is superior to the
PSNR in image denoising and image similarity evaluation.
Therefore, in this paper, SSIM is chosen as the similarity
measure of the intrinsic image and the corrected image in
Section V.A.

SSIM is also a full-reference image quality evaluation
index that measures the image similarity from three aspects
of brightness, contrast and structure [26]–[28]. The SSIM
value range is [0, 1], and a larger value means that the image
distortion is smaller, which means that the effect of bias
removal is better.

SSIM (X ,Y ) = [l (X ,Y )]α [c (X ,Y )]β [s (X ,Y )]γ

α > 0, β > 0, and, γ > 0, (13)

where

l (X ,Y ) =
2µXµY + C1

µ2
X + µ

2
Y + C1

, c (X ,Y ) =
2σXY + C2

σ 2
X + σ

2
Y + C2

,

and s (X ,Y ) = σXY+C3
σXσY+C3

indicate the brightness similarity,
contrast similarity, and structural similarity of the two images,
respectively; µX and, µY indicate the means of the images
X and Y , respectively; σX and, σY indicate the variances
of the images X and Y , respectively; and σXY indicates the
covariance between images X and Y :

µX =
1

V ×W

V∑
i=1

W∑
j=1

X (i, j)

σ 2
X =

1
V ×W − 1

V∑
i=1

W∑
j=1

(X (i, j)− µX )2,

σXY =
1

V ×W − 1

V∑
i=1

W∑
j=1

((X (i, j)− µX ) (Y (i, j)− µY )).

C1,C2,C3 are constants, which are used to avoid a denom-
inator of 0, and they are usually taken as C1 = (K1∗R)2 ,

FIGURE 4. Eight images contaminated by bias.

C2 = (K2 ∗ R)2 ,C3 =
C2
2 respectively, and generally K1 =

0.01,K2 = 0.03,R = 255.
In actual application, for simplicity, the parameters, α, β

and γ are generally set to 1, then SSIM is simplified to the
following:

SSIM (X ,Y ) =
(2µXµY + C1) (2σXY + C2)(

µ2
X + µ

2
Y + C1

) (
σ 2
X + σ

2
Y + C2

) . (14)

C. COEFFICIENT OF JOINT VARIATION
Coefficient of variation (CV) can only calculate the unifor-
mity of a kind of tissue, while coefficient of joint varia-
tion (CJV) uses the gray information of two kinds of tissues,
can simultaneously evaluate the uniformity of the two tissues,
and can better reflect the gray level uniformity of the whole
image, and only need to know the rough, conservative seg-
mentation results [29]–[31].

The coefficient of joint variation (CJV) between the two
tissues A and B is defined as follows [1]:

CJV (A,B) =
σ (A)+ σ (B)
|µ (A)+ µ(B)|

, (15)

where µ and σ represent the mean and standard deviation
of tissue class respectively. It can be seen from the defi-
nition that the more uniform the gray level of the image,
the smaller the CJV value obtained by the two tissues. Con-
versely, the smaller the CJV value of the two tissues, the better
the image gray uniformity.

V. ANALYSIS OF EXPERIMENTAL RESULTS
To verify the proposed algorithm in this paper using non-
parametric maximum likelihood to jointly eliminate multi-
ple MRI image bias, we compared our methods with Erik’s
method [17] and N4 method [12] on a synthetic dataset and
a real MRI dataset. The experimental platform is an Intel(R)
Core(TM) i5-2400CPU@3.10GHz, and 4Gmemory, and the
operating system is Windows 7.

A. CORRECTION OF SIMULATED MRI IMAGES
A bias-free, noise-free synthetic brain image was obtained
from the Brain Web Simulated Brain Database [20] as an
intrinsic image, as shown in Fig. 1(a). The size of the image
is 120 × 120. Using k (k >= 5) copies of a single intrinsic
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FIGURE 5. Images corrected by Erik’s method [18].

FIGURE 6. Images corrected by N4 method [12].

FIGURE 7. Images corrected by our method (MMD).

FIGURE 8. Images corrected by our method (MSED).

image, we added different simulated bias fields to each one.
We refer to the method of minimizing the Manhattan distance
(1-norm) function measure as the MMD algorithm and the

FIGURE 9. Influence of intensity inhomogeneity on intensity distribution.
(a) An intrinsic image. (b) The corresponding gray level histogram of the
yellow square in (a). (c) The contaminated image. (d) The corresponding
gray level histogram of the yellow square in (c). (e) The corrected image
by Erik’s method [18]. (f) The corresponding gray level histogram of the
yellow square in (e). (g) The corrected image by N4 method [13]. (h) The
corresponding gray level histogram of the yellow square in (g). (i) The
corrected image by our method (MMD). (j) The corresponding gray level
histogram of the yellow square in (i). (k) The corrected image by our
method (MSED). (l) The corresponding gray level histogram of the yellow
square in (k).
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FIGURE 10. Comparison of entropy and SSIM values between the corrected image and the intrinsic image. (a) Entropy of the intrinsic image
and the corrected image. (b) The SSIM value of the intrinsic image and the corrected image.

TABLE 1. The quantitative evaluation of bias removal of 8 simulated MRI images.

method of minimizing the squared Euclidean distance
(2-norm) function measure as the MSED algorithm in this
paper.

The experimental results are shown as follows:
From the experimental results, these four methods can

better remove the bias of the images. Only the N4 method is
to remove the bias of each image individually, and the other
three methods are to simultaneously remove the bias of the
eight images.

Histogram can well reflect the difference between orig-
inal images and bias corrected images. We test these four
methods on the third contaminated image. The intrinsic
image, contaminated image, and bias corrected images are
shown in the first column and corresponding gray level
histograms are shown in the second column respectively
in Fig.9.

The contaminated image (Fig. 9(c)) exhibits obvious inten-
sity inhomogeneities, and its histogram in Fig. 9(d) do not
have well-separated peaks due to intensity inhomogeneities.

In contrast, it can be seen that intensities within each tissue
become quite homogeneous in the bias corrected images, and
the gray level histograms of bias corrected images in Fig. 9(f)
and Fig. 9(l) appears five well-separated and well-defined
peaks. The form of Fig. 9(l) is closest to the gray level
histogram of the intrinsic image in Fig. 9(b). The gray level
histogram in Fig. 9(h) only appears three well-separated and
the trough value is not obvious.

Currently, no gold standard exists for the quality of MRI
bias field removal. Although entropy can be used as a eval-
uation parameter for correction [32], [33], there is a certain
error in judging the effect of bias removal only by relying on
the reduction of image entropy.

In this paper, the 8 contaminated images are preprocessed
by homomorphic filtering [3], and the MSED method is used
to remove the bias field among these images (called method
G4 in this paper). The first four images of the corrected
images and the first four images in Fig. 8 were selected,
the entropy of each image and the SSIM value of each image

VOLUME 7, 2019 166769



Y. Xu et al.: Bias Correction of Multiple MRI Images

TABLE 2. The quantitative evaluation of bias removal of 12 simulated MRI images.

FIGURE 11. Comparison of a simulated human brain MR image contaminated by the bias field and corresponding
corrected images. (a) Intrinsic image. (b) Contaminated image. (c) The result of (b) image after bias correction of 8
images simultaneously. (d) The result of (b) image after bias correction of 12 images simultaneously.
(e) Distribution of pixel values of column 60 of (a), (b), (c), (d).

and Fig. 1(a) were calculated. The experimental results are
shown in Fig. 10.

From Fig. 10(a), the brown column is closest to the blue
column, that is, after the bias field is removed by the G4
method, the entropy of the corrected image is closest to the
entropy of the intrinsic image. However, from Fig. 10(b), the
green column is higher than the brown column, which shows

that the SSIM value of the MSED method is larger than that
of the method of G4, that is, each image of Fig. 8 is closest
to the intrinsic image. Based on this result, we compared
our methods with Erik’s [17] method and N4 [12] method
in terms of overall entropy, average SSIM values and average
CJV values of the corrected images, and algorithm running
time, which are listed in Table 1 and Table 2.
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FIGURE 12. Brain MR color contaminated images of 12 different infants.

FIGURE 13. Color images corrected by Erik’s method [18].

FIGURE 14. Color images corrected by N4 method [13].

From Table 1, it can be observed that the overall entropy
of the 8 intrinsic images is 55.1516, and that of the 8 con-
taminated images is 57.1383, the average SSIM value and
average CJV value of contaminated images are 0.8436 and
0.9085, respectively. After bias correction, the overall entropy
of our MSED method is 55.1735, which is the closest to
the overall entropy of the intrinsic images. As previously
stated, the smaller the CJV is, the better the image uniformity
is. Due to the influence of the bias field, the CJV of the
contaminated image is higher than the CJV of the intrinsic
image. The CJV of our MSED method is 0.6531, which
is the smallest of the four methods, which means that the
gray uniformity of gray matter and white matter is the best
after the bias removal by this method. The average SSIM
of N4 [12] method is 0.9288, which is the highest of the

four methods. However, as the number of images increases,
the advantages of our algorithm will become more and more
obvious.

In Table 2, when the number of images increases to 12,
we can see that the error between the overall entropy of
the images corrected by our MSED method and that of the
intrinsic images is 0.029, which is the smallest of the four
methods, and the corresponding average SSIM value and
average CJV value are the best of the four methods, that
implies that the images corrected by our MSED method are
closest to the intrinsic images. The average SSIM value of the
N4 [12] method is not affected by the number of images, and
is basically maintained at around 0.92. Although our MMD
method is not the best, it takes the least time. It takes only 3.2
seconds for 12 images simultaneously to remove the bias.
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FIGURE 15. Color images corrected by our method (MMD).

FIGURE 16. Color images corrected by our method (MSED).

TABLE 3. The quantitative evaluation of bias removal of 12 real MRI images.

The larger the number of images in this model is, the better
the bias removal effect is. For each corresponding method
in Table 1 and Table 2, the average SSIM values and the
average CJV value of the 12 images are better than those
of the 8 images except for the N4 [12] method. The larger
the SSIM value is, the higher the similarity with the intrinsic
image is, and the better the bias removal effect is. At the
same time, the smaller the value of CJV is, the better image
uniformity is.

In the following experiment, our MSED method is used
to simultaneously remove the 8 contaminated images and
12 contaminated images, and the size of each image is
120× 120. By respectively taking the pixel values of the 60th

column (indicated by the white line in Fig. 11) of the intrinsic
image, the second contaminated image and the second image
in the two groups of corrected images are compared, as shown
in Fig. 11(e).

The blue line, red line, black line, and green line are the
distributions of pixel values in the 60th columns of Fig.
11(a), Fig. 11(b), Fig. 11(c), and Fig. 11(d), respectively.
The comparison shows that the fitting effect of the green line
and the blue line is better than that of the black line and the
blue line, that is, Fig. 11(d) is closer to the intrinsic image.
This result also demonstrates that the greater the number of
images is, the better the bias removal effect of this model
is.
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B. CORRECTION OF REAL MRI IMAGES
In this experiment, the image set was taken from
http://people.cs.umass.edu/~elm/congealing/, and 12 differ-
ent infant brain images were selected (shown in Fig. 12).

The bias field can be seen in many images. The most
striking is a ’’ramp-like’’ bias field in the first image of
the second row (The top of the brain is too bright, and the
bottom is too dark.). Because the white matter of the brain
is not fully developed during these infant scans, it is difficult
to classify the tissue into a fixed number of categories, as is
usually performed for adult brain images, and therefore, these
images are not amenable to methods based on specific tissue
models developed for adults (e.g., [13]).

The bias fields of the 12 different infant brain images were
removed by Erik’s [17] method, N4 [12] method, our MMD
method, and ourMSEDmethod. The experimental results are
shown in Fig. 13, Fig. 14, Fig. 15, and Fig. 16 respectively.

Carefully comparing the central brain regions in Fig. 13,
Fig. 14, Fig. 15, and Fig. 16, we can see that the butterfly
shaped region in the middle of the brain, which represents
developing white matter, has been suppressed in Fig. 14. This
is most likely because the N4 [12] algorithm strives to make
the image more uniform by removing the bright part in the
middle of the image. However, the other three algorithms
which compares pixels across images, do not suppress these
real structures since they occur across images. Hence, opera-
tions across images can sometimes produce superior results.

In Fig. 17, we present the histograms for the seventh
original image and the corresponding bias corrected images.
It shows that the intensities of the bias corrected images are
more concentrated on one or more constant values compared
with the original image.

According to the histogram distribution, the pixels of
Fig. 17(f) are mainly concentrated in the peak position,
in combination with Fig. 17(e), the distinction between gray
matter and white matter is not obvious. Although there is
a good distinction between gray matter and white matter
in Fig. 17(c), Fig. 17(j) and Fig. 17(i), from the corresponding
histogram distribution, we can see that the pixel values in Fig.
17(d) fluctuate greatly at the peak position, while in Fig. 17(h)
and Fig. 17(j), the pixel values fluctuate less at the peak posi-
tion, which indicates that intensities of each tissue becomes
more homogeneous in the bias corrected images by our meth-
ods.

Since there are no intrinsic images, we are unable to cal-
culate the SSIM value between the corrected image and the
intrinsic image. In this section, we compared our methods
with Erik’s [17] method and N4 [12] method in terms of
overall entropy, average CJV values of the corrected images,
and algorithm running time, which are listed in Table 3.
The overall entropy of the images is calculated by using the

entropy estimator
∧

HVasicek (Formula (4)).

It can be seen from Table 3 that the overall entropy of
the N4 [12] method does not decrease, but is larger than
the overall entropy of the original images, while the over-

FIGURE 17. Influence of intensity inhomogeneity on intensity distribution.
(a) The seventh original image. (b) The corresponding gray level histogram
of the yellow square in (a). (c) The corrected image by Erik’s method [18].
(d) The corresponding gray level histogram of the yellow square in (c).
(e) The corrected image by N4 method [13]. (f) The corresponding gray
level histogram of the yellow square in (e). (g) The corrected image by our
method (MMD). (h) The corresponding gray level histogram of the yellow
square in (g). (i) The corrected image by our method (MSED). (j) The
corresponding gray level histogram of the yellow square in (i).

all entropy of the other three methods decreases in varying
degrees compared to that of the original images. Similarly,
the average CJV value of N4 [12] method is higher than that
of the original image, which is due to the unclear boundary
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between gray matter and white matter in the bias corrected
images by N4 [12] method. This is consistent with our previ-
ous conclusion from the histogram. The average CJV value
of our MSED method is the lowest of the four methods.
Although the quantitative evaluation of our MMD method is
not the best, the speed is the fastest, it takes only 2.3 sec-
onds for 12 images simultaneously to remove the bias, while
Erik’s [17] method takes 28.8 seconds.

From Section V, we can see whether on the synthetic MRI
images or on the real MRI images, the correction effect of
our MSED algorithm is the best, and the running speed is
much faster than the Erik’s [17] method. In Section V.A.,
the bias fields of 12 synthetic images with 120 × 120 spec-
ifications were removed simultaneously, the running speed
of our MESD method was approximately 3.5 times faster
than that of the Erik’s [17] method. In Section V.B., the bias
fields of 12 real images with 90 × 90 specifications were
removed simultaneously, our MESD method was approxi-
mately 5.2 times faster than the Erik’s [17] method. As the
number of images increases, the speed advantage of the
MSED algorithm becomes more obvious.

VI. CONCLUSION
The problem of bias field exists in an MR image because
it is contaminated by the multiplicative bias field. Although
researchers have proposedmany correctionmethods, no com-
mon method exists to date, and no objective standard is
available for judging whether the correction is successful.

To settle the problem described above, this paper proposes
a method for removing the MRI bias by minimizing the dis-
tance measure across images and uses three objective criteria
of overall entropy, average SSIM value, and average CJV
value to assess the effect of bias correction on synthetic MRI
images and real MRI images. The algorithm uses two types
of information, within and across images to remove the bias
of a group of images simultaneously. The greater the number
of images is, the lower the probability of convergence being
limited to local minima is, and the better the effect of bias
removal is.

For the ‘‘simple’’ bias correction problem, thismethodmay
be excessive, but for difficult problems in bias correction,
such as the case in which the bias field is difficult to separate
from the underlying tissue, as discussed in [34], this method
workswell, and the organizational structure is not suppressed.
At present, most of the bias correction algorithms mainly use
2D images as research objects, which are validated on 2D
or 3D data. In the future work, we will consider: (1) bias
correction of 3D MRI images; (2) to combine the spatial
transformation method to simultaneously perform group reg-
istration and bias removal on the images in this model.
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