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ABSTRACT The black hole (BH) algorithm is a new type of natural heuristic algorithm inspired by the
movement law of the ‘‘black hole’’ celestial body in the universe. BH algorithm has received extensive
attention due to its advantages such as fewer parameters, simple algorithm structure and strong exploitation.
For the shortcomings of poor exploaration and premature convergence of BH algorithm, the improved golden
sine (G-S) operator is introduced into BH algorithm to greatly improve the exploaration. Then the Levy flight
operator with controlled step size has become a better local search operator from the global search operator,
so the improved Levy flight operator is introduced to further improve the exploitation of BH algorithm.
Ultimately, the golden sine operator and Levy flight operator based black hole (GSLBH) algorithm is able
to balance the exploaration with exploitation. GSLBH, BH, Particle Swarm Optimization (PSO), Whale
Optimization Algorithm (WAO), Firefly Algorithm (FA), Golden Sine Algorithm (Gold-SA) were adopted
to carry out the simulation experiments with 17 benchmark functions, respectively, and the statistical data
results are analyzed and compared. Finally, it can be concluded that the proposed improved black hole
algorithm has better exploaration, and the convergence speed and accuracy of the algorithm have been further
improved.

INDEX TERMS Black hole algorithm, golden sine operator, levy flight operator, function optimization.

I. INTRODUCTION
As the complexity of various optimization problems in the
real world continues to increase, traditional mathematical
methods are far from achieving the goal of solving these
problems. The natural heuristic algorithms can effectively
solve many optimization problems encountered in the actual
process, which makes the natural heuristic algorithm become
a research hot spot in recent years [1]. Natural heuristics are
often a series of new calculations inspired by inspiration from
various behaviors, phenomena or processes in nature [2].
The earliest natural heuristic algorithm, genetic algorithm
(GA) was proposed by Professor Holland in 1975 [3]. After
that, many experts and scholars proposed a series of nat-
ural heuristic algorithms through observation and research
on various natural phenomena. The ant colony optimization
(ACO) algorithm was proposed by Dorigo in 1992. It is well
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suited to solve large-scale distributed optimization problems
without the need to provide a global model or centralized
control [4]. In 1995, Dorigo proposed a particle swarm opti-
mization (PSO) algorithm through the study of bird foraging
behavior, which is one of the most widely used natural heuris-
tic algorithms [5], [6]. The artificial fish swarm algorithm
(AFSA) is a heuristic algorithm proposed by Xiaolei Li et al.
in 2002 based on the foraging, clustering and rear-end behav-
ior of fish schools [7]. In 2002, K.M. Passino proposed a
bacterial foraging algorithm (BFA) by simulating the behav-
ior of Escherichia coli phagocytizes food in the human intes-
tine [8]. According to the behavior of bees looking for honey
sources, Karaboga proposed the artificial bee colony (ABC)
algorithm in 2005 [9]. The firefly algorithm (FA) is an algo-
rithm proposed by Yang X. S. in 2008 to solve the function
optimization problem [10]. In 2012, Yang et al. proposed a
flower pollination algorithm (FPA) in the process of imitating
flower pollination [11]. In 2013, Salcedo-Sanz, S et al. pro-
posed the coral reef optimization (CRO) algorithm inspired
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by the behavior of coral herds and coral reefs [12]. In 2015,
Mirjalili et al. proposed the ant lion optimization (ALO) algo-
rithm based on the behavior of ant lions preying on ants [13].
According to the characteristics of whale predation behavior,
Lewis A. et al. proposed the whale optimization algorithm
(WOA) in 2016 [14].

The function optimization problem is a very important
type optimization problem, which is to find its maximum or
minimum value in the domain of the function. For some
low-dimensional functions with simple structure, they can
be optimized by traditional mathematical methods, but most
of the functions that need to be optimized have the char-
acteristics of complex structure and high dimension, tra-
ditional mathematical methods often cannot solve them.
Natural heuristic algorithms can replace these mathematical
methods to optimize these complex functions and achieve
better results. Although a single natural heuristic algorithm
can complete the function optimization problem indepen-
dently, the result of the optimization is often not accurate
enough, and even the global optimal solution cannot be
found, and it is easy to fall into the local optimum. In order
to maintain a balance between the exploitation and the
exploaration, many experts and scholars propose improved
strategies for the natural heuristic algorithm.Yi Liu initialized
the PSO algorithm by chaos optimization, which enhanced
the exploaration of the PSO algorithm and increased the
convergence speed of the algorithm [15]. Peng Y et al.
introduced information entropy into ABC so as to improve
the convergence speed and convergence precision of the
algorithm [16]. Wang Jing et al. added an adaptive step size
strategy to the FA to further enhance exploaration of the
FA [17]. Wang X G et al. proposed aWOA based on adaptive
weighting and simulated degradation, which allows WOA
to easily jump out of local optimal values and accelerate
the convergence of the algorithm [18]. Wen Long et al.
introduced a modified parameter ‘‘C’’ strategy in the gray
wolf optimizer (GWO), which increased the exploaration of
the algorithm [19]. Singh D et al. improved the exploitation
of flower pollination algorithm (FPA) by using improved dis-
tribution parameters [20]. Wen L et al. introduced a nonlinear
convergence factor into WOA, reducing the probability that
the algorithm falls into local optimum [21].

The black hole (BH) algorithm is a new method pro-
posed by Hatampou et al. to solve the problem of data
clustering [22]. It is a new algorithm proposed to simulate
the characteristics of ‘‘black holes’’ in the universe, that is
to say the celestial bodies near the ‘‘black holes’’ will be
collapsed down by ‘‘black holes’’. Then this new natural
heuristic algorithm was then further standardized [23]. The
execution mechanism of the algorithm mainly includes two
parts. The first part is that all search agents in the solution
space move to the current global optimal position according
to the rules of the black hole algorithm. The second part is
that the search agents which enters the ‘‘ event horizon ’’ of
the black hole center will be collapsed down by the ‘‘black
hole’’, that is to say that the collapsed search agents disappear

from the solution space. In order to ensure that the population
of search agents in the solution space is constant, a corre-
sponding number of search agents are randomly generated
at any position in the solution space to continue searching
for the optimal solution. The algorithm has attracted a lot
of attention from many experts and scholars because of its
simple structure, few parameters, high local search accuracy
and fast convergence [24]–[29]. For the function optimiza-
tion problem, BH algorithm can optimize some simple low-
dimensional functions and achieve better results, but for most
high-dimensional complex functions, BH algorithm shows
poor performance, is easy to fall into the local optimum, and
the algorithm will premature convergence. In order to solve
these defects of BH algorithm, many experts and scholars
have improved it. Saber Yaghoobi et al. introduced a random
vector in search agents movement formula of BH algorithm,
which increased the search space of the population, and
introduced the hybridization strategy in GA, which increased
the diversity of the population [30]. These operations have
greatly improved the exploaration and reduced the possibility
of search agents falling into local optimum of BH algo-
rithm. Hamid Aslani et al. used chaos theory to establish a
chaotic inertia weighting mechanism and applied it to BH
algorithm (CIWBH) [31], which increased the exploaration
of the algorithm. Wang Tong et al. used Euclidean distance
to initialize the population and improve its exploaration and
set the upper bound of the black hole radius to avoid the
search agents skipping the global optimal solution due to the
excessive black hole area [32]. ChenMin-You et al. combined
the mechanism of PSO algorithm and BH algorithm and
proposed RBH-PSO algorithm to improve the convergence
speed and accuracy of the algorithm [33]. Therefore, it can
be seen that most scholars improve the BH algorithm by
improving its exploaration.

Levy flight is a way of animal motion based on Levy’s
distribution theory. Studies have shown that many animals
and insects follow the typical characteristics of the Levy dis-
tribution [34]. As a global search operator, Levy flight is first
applied to the cuckoo searching (CS) algorithm, so the cuckoo
algorithm has a strong exploaration [35]. Since then, many
experts and scholars have applied Levy flight operator to
other algorithms to enhance their exploaration [36]–[39]. The
golden sine algorithm (Gold-SA) is a mathematical heuristic
algorithm proposed by Erkan T. et al. in 2017 inspired by
the periodic variation of the sine function [40]. When the
independent variable of the sine function changes, the func-
tion value will change periodically. This change corresponds
to the ordinate change of the point on the unit circle. The
phenomenon that the point is continuously scanned on the
unit circle is equivalent to the process that the search agents
in the natural heuristic algorithm continuously search for the
optimal solution in the solution space. Gold-SA can traverse
all the values on the sine function according to the relation-
ship between the sine function and the unit circle, that is to
say that it finds all the points on the unit circle and the space of
the golden section is reduced in the location update process
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to scan the area that may only produce good results at the
same time. Thus, these operations greatly improve the search
speed and achieve a good balance between exploaration and
exploitation [41].

This paper firstly proposed an improved Gold-SA operator
into the standard BH algorithm, which greatly improves
the exploaration of BH algorithm, and then proposed a
Levy flight operator with control step size, which further
improves the exploitation of the algorithm. The improved
black hole algorithm based on golden sine operator and
levy flight operator (GSLBH) maintains a balance between
exploaration and exploitation, and the function optimization
ability of the algorithm has been greatly improved. Finally,
the performance of the improved algorithm is verified by
17 benchmark functions, and the experimental results are
compared with black hole (BH) algorithm, particle swarm
optimization (PSO) algorithm, whale optimization (WAO)
algorithm, firefly algorithm (FA) and golden sine algorithm
(Gold-SA). Experimental results show that the improved
algorithm is feasible and efficient. The structure of this
paper is organized as follows. The second part introduces the
basic black hole (BH) algorithm. The third part introduces
the improvement process of GSLBH algorithm. The fourth
part gives the simulation results of the GSLBH algorithm to
optimize the benchmark functions. The fifth part draws the
conclusion.

II. BASIC PRINCIPLE OF BLACK HOLE ALGORITHM
A. ‘‘BLACK HOLE’’ PHENOMENON
Large celestial bodies in the universe can be roughly divided
into two kinds of stars and planets. The mass and volume of
a star are generally several times or even hundreds of times
larger than that of a planet, which makes the star have a
strong gravitational force. The planets around the stars are
subjected to powerful gravitational force of the stars, causing
them to make circular motions around the stars. According
to the knowledge of astronomy, after the nuclear energy in
the star is completely released, its volume will be drastically
reduced due to its powerful gravitational force, eventually
forming a ‘‘singularity’’ with infinitesimal volume and infi-
nite mass, this ‘‘singularity’’ is called ‘‘black hole’’. The
‘‘black hole’’ has a very strong gravitational force, so that
the light it launches cannot escape, and make a circular
motion around the ‘‘black hole’’ [42]. When the celestial
bodies around the ‘‘black hole’’ are close to the ‘‘black hole’’,
these celestial bodies will be sucked into the ‘‘black hole’’
and eventually become part of the ‘‘black hole’’. This phe-
nomenon is called the process of ‘‘black holes’’ collapsing
down other celestial bodies. The gravitational effect of ‘‘black
holes’’ also has a certain range of restrictions. The range
of gravitational effects of ‘‘black holes’’ is called ‘‘event
horizon’’ or ‘‘Schwarzschild radius’’, denoted as Rs, which
can be expressed as:

Rs =
2GM
c2

(1)

where,G is the universal gravitational constant,M is the mass
of the ‘‘black hole’’, and c is the speed of light. When the
distance from the body to the ‘‘black hole’’ is less than Rs,
the celestial bodywill be collapsed down by the ‘‘black hole’’.
The black hole model in the universe is shown in Fig. 1 [43].
It can be seen from Fig. 1 that the Rs of the black hole is
ellipsoidal rather than spherical.

FIGURE 1. ‘‘Black hole’’ model figure.

B. BLACK HOLE ALGORITHM
The black hole algorithm is a natural heuristic algorithm
by simulating the ‘‘black hole’’ phenomenon in the uni-
verse. If n agents X = (x1, x2, . . . , xn) are allocated in
the solution space and the solution space is p-dimensional,
the position of each agent can be expressed as xi =
(xi1, xi2, . . . , xip), i = 1, 2, . . . , n, the current optimal posi-
tion is Gbest = (g1, g2, . . . , gp), that is to say Gbest is the
‘‘black hole center’’, and the formula for moving the agents
xi to the optimal position is expressed as:

xi(t + 1) = xi(t)+ rand × (Ggest − xi(t)), Ggest 6= xi(t),

i = 1, 2, . . . , n (2)

where, xi(t) is the current position of agent xi, xi(t + 1) is
the position of agent xi moving at the next iteration, rand
is a random number between (0, 1), and Ggest is the global
optimal position. All particles in the solution space move to
the current global optimal position according to Eq. (2) and
the process of particle movement is shown in Fig. 2.

FIGURE 2. Schematic diagram of agent movement to a black hole.

The black hole algorithm also simulates the ‘‘black
hole’’ phenomenon in the universe and defines an
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FIGURE 3. Schematic of the ‘‘ collapsing ’’ operation.

‘‘event horizon’’ Rs. Rs in the black hole algorithm can be
defined as:

Rs =
|fBH |∑n
i=1

∣∣fi∣∣ (3)

where, |fBH | is the current global optimal position, Ggest cor-
responds to the absolute value of the function fitness value,
and

∣∣fi∣∣ is the absolute value of the function fitness value of
the agent xi. The distance from a particle xi to the centerGgest
of a black hole is expressed by the Euclidean distance shown
in Eq. (4).

di =

√∑p

m=1
(gm− xim)2, i = 1, 2, . . . , n; m=1, 2, . . . , p

(4)

where, di is the distance of the agent xi to Ggest , gm is the
coordinate value corresponding to the m-th dimension of
Ggest , and xim is the coordinate value corresponding to the
m-th dimension of the agent xi.
After the agent xi completes a movement by using Eq. (2),

it is necessary to judge the size of di andRs.When di is greater
than Rs, the agent xi performs the next operation. When di is
smaller than Rs, the agent xi is ‘‘collapsed down’’ by the black
hole. The agent xi ‘‘disappears’’ from the solution space, and
the agent is discarded, and the number of agents that are
collapsed down is k . In order to ensure that the number of
populations in the solution space is constant, it is necessary to
add agents equal to the number of agents that are ‘‘ collapsed
down’’. The black hole algorithm uses an operation of re-
allocating k agents x ′i = (x ′i1, x ′i2, . . . , x ′1p), i = 1, 2, . . . , k
randomly at any position in the solution space. The schematic
diagram of the black hole algorithm for ‘‘collapsing’’ oper-
ation is shown in Fig. 3. When the algorithm is executed,
the ‘‘collapsing’’ operation guarantees the diversity of the
population in the later stage to a certain extent. The operation
flow chart of the algorithm is shown in Fig. 4.

III. IMPROVED BLACK HOLE ALGORITHM BY
INTRODUCING GLOBAL SEARCHING
OPERATORS
A. LEVY FLIGHT
Levy flight was proposed by the French mathematician Paul
Levy. Since then, many scholars have found that the predation

FIGURE 4. Flow chart of black hole algorithm.

and hunting methods for most of the creature are in line with
the Levy flight process. And it is widely believed that Levy
flight can improve the efficiency and accuracy of predation.
Themechanism of Levy flight is long-term and short-distance
migration, which increases the diversity of the population.
When the Levy flight occasionally jumps over long distances,
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FIGURE 5. Levy flight path of 500 times movements in a 2-dimensional
space.

the variability of the direction guarantees a detailed search of
the population for nearby areas. The organic combination of
short-distance and long-distance jumps greatly enhances the
exploaration of the population. Fig. 5 shows the Levy flight
motion trajectory that is continuously moved 500 times in
a 2-dimensional space, and the characteristics of the Levy
flight mechanism described above can be observed from the
trajectory.

Each step of Levy flight consists of two control factors.
One is the direction of flight, which generally selects the
uniform distribution function, and the other is the step size
to obey the Levy distribution, where the general step size is
Manantea. So the step size can be calculated by:

s =
u

|v|1/β
(5)

where, both u and v follow Gaussian distribution shown as:

u ∼ N (0, σ 2
u ), v ∼ N (0, σ 2

v ) (6)

where

σu =

{
0(1+ β) sin(πβ/2)

0
[
(1+ β)

/
2
]
β 2(β−1)/2

}1/β

(7)

σv = 1 (8)

where, β is generally 1.5, and 0 is a standard Gamma func-
tion, whose complete expression is expressed as:

0(z) =
∫
∞

0
tz−1 e−t dt (9)

When z = n is an integer, 0(n) = (n − 1)!. For s, it obeys
the Levy distribution of |s| ≥ |s0|, where s0 is the minimum
step size. In principle, |s0| � 0, but in the actual application
process, the size of s0 generally takes between 0.1 and 1.
Studies have shown that the Levy flight mode can maximize
the efficiency of the search target under uncertainty [44].
When performing function optimization, the search formula
for Levy flight is described as:

xi(t + 1) = xi(t)+ α ⊗ s (10)

where, xi(t + 1) is the population position after the Levy
flight operation, xi(t) is the current population position, α is a
random number subject to uniform distribution, s is the step
vector of Levy flight, and ⊗ is the multiplication between
elements and elements.

B. GOLDEN SINE ALGORITHM (GOLD-SA)
The golden sine algorithm (Gold-SA) is a mathematical
heuristic algorithm proposed by Erkan T. et al. in 2017, which
is inspired by the periodic variation of the sin function in
trigonometric functions, where agents search the solution
space according to the golden sine line. As shown in Fig. 6,
the definition of the trigonometric function shows that the
function value y0 of the sin function corresponds to the
ordinate of the point on the unit circle, and the angle value
of θ is a multiple of the period (2π) of the abscissa value
of the point on the sin function. When the argument x of
the sin function changes, the function value y also changes
with the corresponding function relationship. This change of
the corresponding relationship is equivalent to the continuous
scanning the unit circle by the points on the unit circle.

The phenomenon that the points on the unit circle are
continuously scanned on the circle is similar to the process
in which the agents continuously search for the optimal
solution in the solution space. This similarity promotes the
development of Gold-SA. The motion trajectory of the agent
searching the optimal solution is shown in Fig. 7 (red curve).

FIGURE 6. Correspondence diagram between sine function and unit circle.
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TABLE 1. Parameter settings for adopted optimization algorithms.

FIGURE 7. Schematic diagram of the movement of agents in Gold-SA.

The movement of agent xi in the algorithm can be described
as:

xi(t+1)=xi(t) ∗ |sin(r1)|−r2 ∗ sin(r1) ∗ |m1 ∗D−m2 ∗ xi(t)|

(11)

where, xi(t + 1) is the position after agent xi completes a
search, xi(t) is the current position of the agent, r1 is a random
number between [0, 2π ], and r2 is a random number between
[0, π]. D is the target position and it is the global optimal
position in Gold-SA. m1 and m2 are coefficients obtained by
the golden section method, which can reduce the search space
of the agents and improve the search efficiency of the agents.
The coefficients allow the agents to move from the current
position to the target position.

The key to determining whether the performance of the
heuristic algorithm is efficient is whether the algorithm can
effectively traverse all locations in the solution space where
there may be global optimal solutions. However, the exces-
sive searching space leads to the efficiency of algorithm
execution, which is the main problem faced by heuristic
algorithms. Whether it can effectively reduce the algorithm
searching space while ensuring that the search ability of
the algorithm is not reduced becomes the key to solve the
problem. Based on this idea, Gold-SA uses a golden section
search (GSS) to enable agents in the solution space to search
by the best possible path. GSS is an optimization method

FIGURE 8. Flowchart of GSS operation.

that can find the maximum or minimum value of simple
unimodal function. The name of this method is derived from
the golden ratio applied to the method, the value of this ratio
is represented as

τ =
1−
√
5

2
(12)

GSS does not require much gradient information, and it has
two advantages over other search methods [45]: 1) Only one
new function evaluation is required for each step; 2) There
is a continuous reduction factor at each step. Suppose there
is a 2-dimensional function f (x). In the 2-dimensional search
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FIGURE 9. Flow chart of Gold-SA.

space, the search range of GSS is [a, b], then the operation
flow chart of GSS is shown in Fig. 8. In Fig. 8, τ is the golden
ratio in Eq. (12).

When the idea of GSS is introduced into Gold-SA, the
representation of coefficients m1 and m2 is similar to GSS:

m1 = a ∗ τ + b ∗ (1− τ ) (13)

m2 = a ∗ (1− τ )+ b ∗ τ (14)

When applying GSS to Gold-SA, the initial values of a and
b are −π and π , respectively, and the coefficients m1 and m2
will change with the change of the target value. The specific
process of the change is shown in the following pseudo code.

Step1: if CurrentValue < TargetValue

b = m2, m2 = m1

m1 = a ∗ τ + b ∗ (1− τ )

else

a = m1, m1 = m2

m2 = a ∗ (1− τ )+ b ∗ τ

Step2: if m1 == m2

a = random1, b = random2

m1 = a ∗ τ + b ∗ (1− τ )

m2 = a ∗ (1− τ )+ b ∗ τ

In the above pseudo code, CurrentValue is the current
position coordinate value of the agent, TargetValue is the
coordinate value of the ideal position, and random1 and

FIGURE 10. Flowchart of GSLBH algorithm.

random2 are random numbers between [0, π] and [−π, 0],
respectively, τ is the golden ratio in Eq. (12), and m1 and m2
need to be recalculated according to different actual condi-
tions. The complete Gold-SA flowchart is shown in Fig. 9.

C. IMPROVED BLACK HOLE ALGORITHM
In the proposed improved BH algorithm, an improved golden
sine (GS) operator is first introduced, which is shown as:

xi(t + 1)=xi(t) ∗ |sin(r1)|−r2 ∗sin(r1) ∗ |m1 ∗D−m2 ∗ xi(t)|

(15)

where, m1 = −π + (1− τ ) ∗ π , m2 = −π + τ ∗ π .
The meaning of other parameters has the same meaning

as the parameters in Eq. (11) in Gold-SA. Here m1 and m2
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TABLE 2. Benchmark functions.

are set as constant because BH algorithm itself has a certain
exploaration. The change ofm1 andm2 in the process of algo-
rithm execution will cause interference to the normal search
of BH algorithm, which will affect the searching accuracy of

the algorithm. Therefore, constants are used for m1 and m2 in
this paper.

In this paper, the introduction of the improved Levy flight
operator based on the introduction of the golden sine (GS)
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FIGURE 11. 2-dimensional figures of the adopted benchmark functions.
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FIGURE 11. (Continued.) 2-dimensional figures of the adopted benchmark functions.
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FIGURE 11. (Continued.) 2-dimensional figures of the adopted benchmark functions.
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FIGURE 11. (Continued.) 2-dimensional figures of the adopted benchmark functions.

operator enables the algorithm (GSLBH) to maintain a bal-
ance between exploaration and exploitation. The improved
Levy operator is a Levy flying operator based on the symbol
function sign and a smaller step size.
The introduction of the sign symbol function allows Levy

to traverse to more positions in the solution space. Reducing
the step size of Levy flight allows the agent to better traverse a
local range in the solution space and enhance the exploitation
of the algorithm. The improved Levy operator is shown in
Eq. (16).

xi(t + 1) = xi(t)+ 0.015 ∗ sign(rand − 1
/
2)⊗ s (16)

where, 0.015 is a step control factor that ensures that
the agents are searched in a smaller range; the value of
sign(rand − 1

/
2) is three random numbers, and their values

are −1, 1 and 0, respectively; s has the same meaning as s in

Eq. (10) and is a step vector of levy flight; ⊗ represents the
multiplication between elements.

At the same time, the idea of ‘‘ selectivemovement ’’ is also
introduced in this algorithm. After the searching agents in the
solution space perform a golden sine (GS) operation or an
levy flight operation, each agent is compared with the agent
position of the previous iteration. If the position after the
agent moves is better than the position before the movement,
the agent stays at the current position; Otherwise the agent
returns to the position before this movement. The operation
flowchart of GSLBH algorithm is shown in Fig. 10, and the
related pseudo code is described as follows.

Give the number of populations noP, the iteration number
iter , and give the parameters m1 and m2 of the golden sine
operation

Initialize the position of each agent
for i = 1: iter
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FIGURE 12. Experimental results of F1 ∼ F13 and F18 ∼ F22 under 30 dimensions.
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FIGURE 12. (Continued.) Experimental results of F1 ∼ F13 and F18 ∼ F22 under 30 dimensions.
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FIGURE 12. (Continued.) Experimental results of F1 ∼ F13 and F18 ∼ F22 under 30 dimensions.
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FIGURE 13. Experimental results of F1 ∼ F13 and F18 ∼ F22 under 100 dimensions.
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FIGURE 13. (Continued.) Experimental results of F1 ∼ F13 and F18 ∼ F22 under 100 dimensions.
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FIGURE 13. (Continued.) Experimental results of F1 ∼ F13 and F18 ∼ F22 under 100 dimensions.
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FIGURE 14. Experimental results of F14 ∼ F17.

Get the global optimal position Ggest , and the global opti-
mal value fitgest

Record the optimal value for each iteration
Let each agent move according to Eq. (2)
for j = 1: noP
Calculate the Euclidean distance di of each agent accord-

ing to the formula to the optimal position Ggest , and the
‘‘event range’’ Rs of the black hole Ggest

if dj < Rs
Let the agent xi ‘‘disappear’’ and create a new agent x ′j

anywhere in the solution space
end if

end for
Let each agent complete the flight operation of levy accord-

ing to Eq. (16)
Agents perform ‘‘selective movement’’ operations

Let each agent complete the golden sine search according
to Eq. (15)

Agents perform ‘‘selective movement’’ operations
end for

IV. SIMULATION EXPERIMENTS AND RESULTS ANALYSIS
A. TEST FUNCTIONS
In order to test the optimization performance of the improved
black hole algorithm, 17 benchmark functions in CEC
2005 and 5 benchmark functions in the CEC 2017 are adopted
to verify the exploaration of the improved algorithms.
F1 ∼ F17 is benchmark function in CEC 2005, and F18 ∼
F22 is benchmark function in CEC 2017. The expressions
of 17 benchmark functions are shown in Table 1. In order
to prove the superiority of the improved algorithm from
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TABLE 3. Experimental results under 30 dimensions.
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TABLE 3. (Continued.) Experimental results under 30 dimensions.

FIGURE 15. The experimental results when the partial function takes 30 dimensions.

multiple angles, 17 functions are divided into three groups.
F1 ∼ F7 are unimodal functions, that is to say that
these functions only have one global optimal solution in the

solution space, so these single-peak functions are used to test
the convergence rate of the algorithm. F8 ∼ F13 are mul-
timodal functions, where there ares more than one extreme
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TABLE 4. Experimental results under 100 dimensions.
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TABLE 4. (Continued.) Experimental results under 100 dimensions.

TABLE 5. Experimental results of the combined functions.

points in the multimodal functions, so the algorithm is easy to
fall into the local optimum. The test results of the multimodal
functions can well explain the function optimization ability
of the algorithm. F14 ∼ F17 are combined functions [46].
The combined function is formed by rotation, shifting,
and offset of various benchmark functions. F18 ∼ F22
are complex functions in CEC 2017, F18 ∼ F19 are uni-
modal functions, and F20 ∼ F22 are multimodal functions.
Such functions have lower dimensions and a small number
of local optimum values. Both the unimodal functions and

the multimodal functions are tested in 30-dimensional and
100-dimensional, respectively, and the combined functions
are tested in a dimension suitable for itself. The simulation
experiments were carried out several times on these three
types of functions, and the simulation results were obtained
after 1000 iterations of each experiment. The main oper-
ating parameters of each algorithm are shown in Table 2.
Table 1 also contains the definition fields, dimensions, and
minimum values of the three types of benchmark functions.
dim in function F8 represents the dimensions of the variables.
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TABLE 6. Experimental results under 30 dimensions. TABLE 6. (Continued.) Experimental results under 30 dimensions.

The three-dimensional images of the functions are shown
in Fig. 11.

B. SIMULATION EXPERIMENTS AND PERFORMANCE
ANALYSIS WITH OTHER ALGORITHMS
In order to verify the performance of the improved algorithm,
this paper compares the improved algorithm with the sim-
ple black hole (BH) algorithm, Particle Swarm Optimization
(PSO) algorithm, Firefly algorithm (FA), Whale Optimiza-
tion Algorithm (WOA) and Golden Sine Algorithm (Gold-
SA) for simulation experiments. Each test function was run
10 times, and the number of iterations per experiment was set
to 1000. The 30-dimensional simulation results of F1 ∼ F13
and F18 ∼ F22 are shown in Fig. 12, and the 100-dimensional
simulation results are shown in Fig. 13. The simulation results
of F14 ∼ F17 are shown in Fig. 14. The result of running
10 times when function F1 ∼ F13 takes 30 dimensions is put
into Table 3, the result of running 10 times when F1 ∼ F13
takes 100 dimensions is put into Table 4. The simulation
results of F14 ∼ F17 running 10 times are put into Table 5.
These tables give the optimal value, mean value, and standard
deviation for each experimental result. The optimal values for
the individual functions are already described in Table 2.

It can be seen from the above experimental results that the
function optimization ability of GSLBH algorithm is better
than other optimization algorithms except for a few cases.
For the test results of the unimodal function F1 ∼ F7, it can
be seen from the results that the convergence of GSLBH
algorithm is better than other optimization algorithms. Seen
from the table data, whether they are 30-dimensional or
100-dimensional, it is clear that the optimization results of
GSLBH algorithm for unimodal functions are mostly better
than other algorithms.

The optimization results of GSLBH algorithm on F1 ∼ F4
can converge to the minimum value of 0; For function F5,
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TABLE 7. Experimental results under 100 dimensions. TABLE 7. (Continued.) Experimental results under 100 dimensions.

TABLE 8. Experimental results of combined functions.

the optimization effect of GSLBH algorithm is not particu-
larly ideal. Although the convergence accuracy of GSLBH
algorithm is lower than that of Gold-SA and PSO algorithm
(only in 30-dimensional), its optimization effect is better than
other algorithms. The optimization effects of GSLBH algo-
rithm on F6 and F7 are also better than other algorithms.
For the multimodal functions F8 ∼ F13, the convergence
accuracy of GSLBH algorithm is near the optimal value of
the function. For the functions F9, F11, GSLBH algorithm
can find the optimal value. It can be seen from the table
data that the optimization results of GSLBH algorithm for
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FIGURE 16. Experimental results of the partial functions under 100 dimensions.

F8, F9, F10, and F11 are basically the same as those of WOA
and Gold-SA. The optimization results of other multimodal
functions by adopting GSLBH algorithm are better than other
algorithms. For the combined function F14 ∼ F17, GSLBH
algorithm does not show a particularly obvious advantage by
observing the figure results and table data. In the figure results
of F16 and F17, the convergence speed of GSLBH algorithm
is slower than most algorithms. For the experimental results
of F18 ∼ F22, the optimization effect of GSLB is better than
that of most other algorithms.Only the optimization effect of
Gold-SA is close to that of GSLBH, but from the results of
the graph and the data in the table, it can be seen that the
optimization effect of GSLBH forF20 is obviously better than
that of Gold-SA.The table data shows that the optimization
results of GSLBH are slightly better than the optimization
results of other algorithms.

Seen from all the simulation results, most algorithms have
some optimization ability for most benchmark functions in
low-dimensional (30-dimensional). However, in the case of

high-dimensional (100-dimensional), the optimization per-
formance of the algorithm will drop sharply. Even some
algorithms will easily fall into the local optimum and can-
not find the optimal value. On the contrary, whether the
GSLBH is faced with low-dimensional or high-dimensional
conditions, the optimization performance of the algorithm
is not greatly affected, and still can show better opti-
mization results.Through the above experimental results,
it can be seen that GSLBH has good exploaration and
exploitation.Regardless of whether the function is high-
dimensional or low-dimensional, GSLBH always obtains a
better solution and exhibits certain robustness. Based on all
the experimental results, GSLBH is an improved algorithm
with strong function optimization ability.

C. SIMULATION EXPERIMENTS AND PERFORMANCE
ANALYSIS OF IMPROVED ALGORITHMS
In order to more clearly show the effect of the improved
golden sine operator and the improved levy flight operator
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on the optimal performance of BH, GSLBH, GSBH that only
introduces an improved golden sine operator and the standard
BH are respectively compared and simulated. Table 6 and
Table 7 show the simulation results of the 30-dimensional and
100-dimensional unimodal functions F1 ∼ F7, F18 ∼ F19
and the multimodal functions F8 ∼ F13, F20 ∼ F22
respectively. Table 8 shows the simulation results of the com-
bined function. Experimental results of partial functions in
30-dimensional and 100-dimensional are shown in
Fig. 15 and Fig. 16. It can be seen from the simulation
results that GSLBH is mostly the same as GSBH, but sev-
eral functions are obviously different, respectively F6, F12,
F13, F20. After the introduction of the levy flight operator,
the convergence of the algorithm is greatly enhanced. Espe-
cially in the case of high-dimensional, this difference is very
obvious. In order to express this difference, the paper gives
the figure results of three functionsF6,F12,F13 andF20 in the
case of 30-dimensional and 100-dimensional. In Fig. 15 and
Fig. 16, it can be clearly seen that GSLBH is more astringent
than GSBH, and the performance of function optimization
is better. It can be seen from the comparison experiments of
GSLB and GSBH that the experimental results show that the
improved golden sine operator plays a decisive role in the
exploaration of the black hole algorithm, and the improved
levy flight operator further enhances the exploitation of BH.

V. CONCLUSION
As a new type of natural heuristic algorithm, black
hole algorithm has received wide attention because of its
fewer parameters, simple structure and strong exploitation.
However, the shortcomings of this algorithm are also very
obvious, it has the disadvantages of poor exploaration and
easy to fall into local optimum. This paper first introduces
an improved golden sine operator that greatly enhances the
exploaration of the black hole algorithm. Then, an improved
levy flight local search operator is introduced to make the
algorithm maintain balance between exploitation and exploa-
ration. The improved black hole algorithm (GSLBH) was
tested with 17 benchmark functions. The experimental results
show that the improved golden sine operator plays a decisive
role in the exploaration of the black hole algorithm, and the
improved levy flight operator further enhances the exploita-
tion of BH. In a word, the introduction of two improved
operators greatly enhances the performance of the black hole
algorithm, and makes this improved black hole algorithm
show better optimization ability for different functions. In the
future study, this golden sine algorithm with strong exploa-
ration will be focused on, and this golden sine search idea
will be considered being applied to other natural heuristic
algorithms, such as ant lion optimization algorithm(ALO),
particle swarm optimization (PSO), to better solve the opti-
mization problems.
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