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ABSTRACT Detecting high-order single-nucleotide polymorphism (SNP) interactions is of great impor-
tance for the discovery of pathogenic causes of human complex diseases. However, a considerable com-
puting challenge exists in analyzing each SNP combination at a genome-wide scale. Swarm intelligence
search (SIS) is an effective and efficient method for solving NP-hard problems and has been extensively
researched for detecting high-order SNP interactions. In this review, we first analyze the strengths and
limitations of existing methods such as exhaustive search using cluster computing and parallel computing,
stochastic search and high-performance computing. Then, SIS algorithms for the detection of high-order SNP
interactions are introduced in detail. The algorithms discussed are the genetic algorithm (GA), ant colony
optimization (ACO), harmony search (HS), particle swarm optimization (PSO), differential evolution (DE),
cuckoo search (CS), fish swarm (FS) and artificial bee colony (ABC). Finally, we discuss the characteristics
and limitations of the involved methods and provide several suggestions for improving SIS algorithms to
detect high-order SNP interactions.

INDEX TERMS Swarm intelligence, single-nucleotide polymorphisms, high-order SNP interaction, detec-
tion.

I. INTRODUCTION
With the rapid progress of genome sequencing technol-
ogy, the cost of genome-wide sequencing has been greatly
reduced, and genome-wide data volumes have increased
rapidly, making genome-wide association studies (GWAS)
widely involved in detecting single-nucleotide polymor-
phisms (SNPs) associated with complex human diseases.

During the past decade, thousands of associated SNPs
have been successfully identified since the first GWAS
for age-related macular degeneration was presented by
Klein et al. [1], with themain focus being on individual SNPs
that are isolated based on their contribution to disease status.
However, SNPs identified in GWAS can only explain a small
fraction of the heritability of complex diseases [2]. More
recently, it has become widely recognized that high-order
SNP interactions may contribute to a given pathogenicity.
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High-order SNP interactions represent a combination of mul-
tiple SNPs jointly affecting complex diseases either linearly
or nonlinearly, the detection of which is of great significance
for the discovery of pathogenic causes of human complex
diseases.

The central point in the detection is how to accurately
discriminate the relationships between high-order SNP inter-
actions and disease states and how to quickly explore
the high-order SNP interactions on a genome-wide scale,
in which the largest challenge is to develop an efficient
search method to resolve the combinatorial explosion of
SNPs. An exhaustive search that has been widely applied to
find pairwise SNP interactions requires a considerable com-
putational cost for evaluating the association of all k-order
(k>2) SNP combinations, which is obviously impractical for
discovering high-order SNP interactions on a genome-wide
scale.

To address this problem, some search techniques, such as
high-performance computing and stochastic searches, have

VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ 162229

https://orcid.org/0000-0002-6696-0085
https://orcid.org/0000-0001-9089-1799


S. Tuo et al.: Survey on SIS Methods Dedicated to Detection of High-Order SNP Interactions

been proposed to speed up the detection of high-order SNP
interactions. High-performance computing generally adopts
supercomputers or parallel processing techniques, such as
cluster computing and parallel computing, to accelerate the
computation. Guo et al. proposed a dynamic clustering algo-
rithm to detect high-order epistatic interactions based on
cloud computing [3]. Goudey et al. analyzed high-order
SNP interactions using an exhaustive method via high-
performance computing [4]. Wan et al., Yung et al., and
Gyenesei et al. employed Boolean bitwise operations and
multithreaded parallelization to achieve excellent computa-
tional efficiency [5]–[7].

A stochastic search employs random sampling procedures
to find high-order SNP combinations that are associated
with disease status. The method aims to decrease the time
complexity by reducing the number of SNP combinations
needed to calculate the association with a phenotype. Zhang
and Liu proposed a Markov chain Monte Carlo (MCMC)
method to iteratively detect epistatic interactions by calcu-
lating the posterior association probability of a locus and
its interaction partners with the disease [8]. Wang et al.
used MCMC to detect high-order SNP interactions [9].
Han et al. applied a fast branch-and-bound algorithm and
MCMC to screen SNPs [10]. The SNPHarvester algorithm
employs a stochastic search to discover significant SNP
groups [11].

High-performance computing attempts to evaluate the
association of all k-order SNP combinations using high-
performance computer systems, such as parallel computing
and cloud computing. However, when k is greater than 3,
the detection of k-order SNP interactions from genomic data
with hundreds of thousands of SNPs is still ineffective due
to the enormous computational burden. Although traditional
stochastic search algorithms can discover some k-order SNP
interactions, these algorithms are still insufficient for the
detection of high-order SNP interactions when using poste-
rior association probabilities of individual loci, especially for
the detection of complex disease models with minimal or no
marginal effects.

Attention is now turning to the discovery of high-order
SNP interactions using SIS techniques. SIS is a collec-
tive behavior that mimics natural or artificial decentralized,
self-organizing systems. SIS rapidly achieves an overall
understanding in a complex environment through mutual
communication and learning among individuals in the group
and can easily be used to solve high-dimensional complex
optimization problems. In engineering fields such as the
physical design of very large-scale integrated circuits and
large-scale scheduling and planning optimization problems,
SIS techniques have been widely applied.

Compared to traditional optimization algorithms (e.g., gra-
dient descent), SIS has the following advantages:

(1) SIS is a global optimization method because it does
not depend on the initial search point and can escape from
a local optimum when the population is trapped in a local
search.

(c2) The objective function of SIS is not restricted to
continuity and differentiability but may be expressed in any
form.

(3) SIS is powerful for exploring a complex search space
and has the ability to discover the global optimal solution
rapidly via learning and communicating between individuals
in a population.

For the problem of detecting high-order SNP interactions
from high-dimensional space, it is beneficial to employ the
SIS method to accelerate the search process by discovering
some candidate k-order SNP combinations that have an asso-
ciation with disease status. SIS methods have a strong advan-
tage in reducing the time complexity and can find candidate
solutions without evaluating all k-order SNP combinations.
During the past ten years, SIS methods have attracted wide
attention in the study of epistasis analysis.

II. SNP INTERACTION
Let a set of SNP variables X = {x1, x2, . . . , xN } indicate N
SNP loci for n samples, and Y = {y1, y2, . . . , yJ } denotes
the phenotype variable (J = 2 for disease models). The
homozygous major allele, heterozygous allele and homozy-
gous minor allele in the sample dataset are defined as 0,
1 and 2, respectively. For a k-orderSNP combination, there are
I = 3k genotype combinations. ni is the number of samples in
the dataset with SNP loci having the value of the i-th genotype
combination, and nij represents the number of samples with
the i-th genotype combination that are actually associated
with disease state yj.
Definition (High-Order SNP Interaction): Let Sk =

{xs1 , xs2 , . . . , xsk }(1 < k < N , xsi ∈ X ) be a set with
k SNP loci. f (Sk ,Y ) is a score function for evaluating the
association between Sk and disease state Y . A k-order SNP
combination Sk is said to be jointly interacted with Y if and
only if ∀S ′ ⊂ Sk ∧ f (Sk ,Y ) � f (S ′,Y ) (� is a binocular
operator for comparing the association strength with disease)
and is said to be strongly associated with Y if f (Sk ,Y ) > θ (θ
is a threshold value). A k-order SNP combination Sk is called
a k-order SNP interaction if and only if it is truly a disease-
causing SNP combination with Y .
Mathematical Model:
To detect k-order SNP interactions using the SIS algorithm,

the mathematical model can be expressed as follows:

maximum
X

f (X ,Y ) (1)

where X = (xs1 , xs2 , . . . xsk ) is a k-order SNP combination,
xsi ∈ {x1, x2, . . . xN } (1 ≤ si ≤ N ; xi ∈ {1, 2, . . . ,N },
i = 1, 2, . . . , k). Y denotes the disease status (1 for case
and 0 for control). f (X ,Y ) is the scoring function (objec-
tive function) for evaluating the strength of association
between X and Y .

This mathematical model is a combinatorial optimization
model; it is very difficult from the whole genome to find a
disease-causing SNP combination. The main reason is the
enormous computational burden. The number of k-order SNP
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FIGURE 1. The search procedure of the SIS approach.

combinations for data with n SNPs is equal to Ck
n ∝ nk .

Clearly, it is impractical to examine and evaluate the associa-
tions of all feasible k-order SNP combinations from a dataset
with hundreds of thousands of SNPs using an exhaustive
search algorithm (the time complexity is O(N k )).
Therefore, the SIS algorithm is used to reduce the number

of evaluations of the associations between k-order SNP com-
binations and disease status.

III. SIS METHODS
A. BASIC FRAMEWORKS AND DESIGN IDEAS OF SI
In SIS methods, one or multiple populations of candidate
individual solutions to a search problem (an optimization
problem) evolve toward better individuals. As Figure 1
shows, the mathematical model (see equation 1) should first
be established for the optimization problem. The objective
function (fitness function or scoring function) is designed
to calculate the fitness of the solutions. Designing suitable
encoding for individual solutions is also important. Generally,
the mathematical model can be expressed as follows:

Minimize
X

f (X )

Subject to :

{
gj(X ) ≤ 0, j = 1, 2, . . . , s
hj(X ) = 0, j = 1, 2, . . . ,w

where f (X ) is the objective function that is used to evaluate
the candidate solution X = (x1, x2, . . . , xn) ∈ S as the

decision vector. S =
n∏
i

[
xLi , x

U
i

]
, where n is the number of

variables. xLi and xUi denote the lower and upper bounds of
the decision variable xi(i ∈ {1, 2, . . . , n}). gj (X) is the jth

inequality constraint function, s is the number of inequality
constraint functions. hj (X) represents the equality constraint
function, andw is the number of equality constraint functions.
As shown in Figure 1, the process of SIS has four key

steps:
1) Initializing a population of candidate solutions ran-

domly in a search space and then calculating the
fitness value of candidate solutions via an objective
function f (X ).

2) Generating new individuals.
3) Calculating the fitness values of new individuals.
4) Updating the individuals in the population according to

the rules of ‘‘survival of the fittest’’.

5) Repeating steps (2)-(4) until the terminal condition
(i.e., the maximum number of objective evaluations) is
reached.

B. GENETIC ALGORITHM (GA)
The genetic algorithm (GA), which imitates the biological
evolutionary process of natural selection, is one of the most
classic SIS methods and involves three key operators (muta-
tion, crossover and selection) for evolution [12]. Mutation
and crossover are used to generate new individual solutions
called offspring individuals. A selection operator, such as
tournament selection or roulette selection, chooses individ-
ual solutions from the offspring population and parent pop-
ulation through a fitness-based process. The GA is easily
applied to the discovery of genetic models and epistasis
detection. Moore et al. introduced a GA to discover com-
plex genetic models in which a k-order genetic model was
represented as a candidate solution. The objective function
was defined by maximizing the variance in penetrance values
and minimizing the variance in marginal penetrance values of
genetic models [13], [14]. Shah and Kusiak employed a GA
for gene/SNP selection [15]. Yang et al. proposed a multi-
objective genetic ensemble algorithm (named the GE algo-
rithm) to search for gene-gene interactions on a genome-wide
scale [16]. In GE, the GA is used to find SNP subsets that are
considered to be potential gene-gene and gene-environment
interactions, and three evaluating methods (blocking inte-
gration strategy [17], majority voting [18], and double fault
statistic [19]) are employed to calculate the fitness of indi-
vidual solutions. Figure 2 presents a simple example of a
GE for searching high-order SNP interactions. Mooney et al.
proposed a GA algorithm, which is guided by the structure of
a gene interaction network, to discover groups of SNP pairs
that are jointly associated with bipolar disorder, and the chi-
squared test was utilized as an objective function to evaluate
the association between SNP pairs and disease status [20].

The traditional GA is a binary-coded algorithm that
appears to be quite capable of determining the model of
k-order SNP combinations as follows:

minmum
X

f (X ,Y ),X = (x1, x2, . . . , xn)

Subject to :
n∑
i=1

xi = k, xi ∈ {0, 1}

where f (X ,Y ) is the objective function for evaluating the
association between SNP combination X and disease status
Y . xi denotes the ith SNP, which means that if xi = 1, the SNP
was put into the k-order SNP combination; otherwise, xi = 0.

To solve this model, the GA can be used to find the best
SNP combinations that are associated with diseases. The
crossover and mutation operators based on binary coding
are employed to generate new SNP combinations. However,
in practice, the total number (n) of SNPs in a genome
is far greater than k , which makes the search for k-order
disease-causing SNP combinations very slow for hundreds
of thousands of SNPs when employing the binary-coded

VOLUME 7, 2019 162231



S. Tuo et al.: Survey on SIS Methods Dedicated to Detection of High-Order SNP Interactions

FIGURE 2. An example of a GE for detecting high-order SNP interactions. Xi (i = 1,2,3,4) represents a candidate solution (4th-order SNP
combination), and F(Xi ) is the fitness value (score representing association with disease status) of Xi . Each candidate solution of the parent
population mutates with mutation probability MR and undergoes crossover with crossover probability CR.

GA algorithm. In addition, for two different order SNP
combinations, k-order and s-order (k 6= s), their fitness
values are incommensurable due to different dimensions.
As an example, the chi-square test, Bayesian network and
mutual information are utilized as objective functions. The
score in machine learning (e.g., multifactor dimensionality
reduction (MDR), logistic regression) used as the objective
function to evaluate the association is comparable but very
time consuming to generate.

Therefore, the real-value-coded GA algorithm may be
more efficient than the binary-coded algorithm for detecting
high-order SNP interactions; the goal is to detect k-order SNP
interactions. The mathematical model can be expressed as
equation (1) accordingly. In this case, the time complexity
of real-coded GA is O(k × NP) (population initialization) +
O(T ×k×NP) (crossover and mutation)+O(T ×NP logNP)
(selection), where NP is the population size, and T is the
maximum number of generations.

C. ANT COLONY OPTIMIZATION (ACO)
The ant colony optimization (ACO) algorithm was inspired
by the foraging behavior of ants searching for an optimal path
from their colony to a source of food [21]. The ants discover
the shortest paths by cooperating and communicating with

the pheromones they release; each ant perceives pheromones
along the path and releases new pheromone trails. When
facing multiple paths, the ants tend to choose a path that is
marked with strong pheromones [22].

Over the past ten years, the ACO algorithm has received
considerable attention and has become the most popular SIS
algorithm for detecting high-order SNP interactions because
it can easily detect high-order SNP interactions and is very
efficient for exploring the shortest path from a network con-
sisting of SNPs.

When using ACO to detect SNP interactions, a k-order
SNP combination {SNP1, SNP2, . . . , SNPk} denotes an
‘‘ant walking path’’ in one iteration. After the tth iteration,
the pheromone τij of edge (SNPi →SNPj) is updated as
follows:

τij (t + 1) = (1− ρ) · τij (t)+ ρ · #s ·1τij (t) , (i 6= j)

where τij (t) denotes the pheromone of edge (SNPi →SNPj)
at iteration t . 1τij (t) is the new additional pheromones of
edge (SNPi →SNPj), which is contributed by ants passing
the edge (SNPi →SNPj) at iteration t. ρ represents the
evaporation coefficient between 0 and 1. #s is the number of
ants passing the edge (SNPi→SNPj) at iteration t.

Each ant chooses a walking direction (next SNP) accord-
ing to the pheromone of the adjacent edge. For example,
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FIGURE 3. Ant path selection for detecting SNP interactions.

in Figure 3, an ant has reached SNPi; next; it selects an
unreached SNPj with probability τij

/∑n
j=1 τij

.
A detailed ACO algorithm for detecting SNP interactions

was introduced by Shang et al. [23] and Jing and Shen [24].
Shang et al. reviewed the ACO algorithms that are applied
to detect epistatic interactions and analyzed the strengths and
limitations of the involved ACO methods in detail.

To analyze epistasis in human disease, Greene et al.
combined expert knowledge and multifactor dimensional-
ity reduction (MDR) with the ACO algorithm to quickly
explore the epistatic interactions, and the expert knowledge
was obtained from tuned relief (TuRF) [25]. Rekaya and
Robbins employed an ACO algorithm (ACA) to analyze
gene interactions; they used two-layer pheromones for ants
to choose a path and logistic regression to evaluate the asso-
ciation between genotype and haplotype [26]. Wang et al.
proposed a two-stage ACO algorithm (AntEpiSeeker) that
aims to discover a highly suspected and reduced SNP set
quickly in the first stage. The chi-squared test was used
as an objective function; in the second stage, they con-
ducted an exhaustive search of epistatic interactions within
the SNP set [27]. Sulovari et al. integrated ACO into the
MDR package and selected the SNPs that were associated
with disease status; they utilized pathway studio scores as
biological expert knowledge [28]. Shang et al. incorpo-
rated heuristic information into ACO to direct ants in the
search process for improving the computational efficiency
and solution accuracy [29]. Sun et al. adopted the fitness
function Svalue, path selection and memory-based strategy
to enhance the power [30], and then, introduced heuristic
information in ACO for identifying epistasis [31]. Guan
and Zhao proposed a self-adjusting ACO-based information
entropy to identify epistatic interactions [32]. Shang et al.
systematically reviewed 25 ACO-based epistasis interaction
approaches [23].

To enhance the performance of identifying the various
disease models, multiple evaluation criteria have been uti-
lized as objective functions in ACO. Jing and Shen pre-
sented a multi-objective ACO algorithm for SNP epistasis
detection (MACOED) that employs both logistic regression
and Bayesian network methods to evaluate the association
between the SNP combination and disease status [24].

To improve the computational performance, a GPU-based
ACO algorithm was introduced by Sinnott-Armstrong et al.
for the analysis of genome-wide epistasis, in whichMDRwas
utilized as an objective function [33]. Christmas et al. adopted
ACO to identify the genetic variant association with type
2 diabetes [34]. Sapin et al. employed the ACO algorithm to
discover small numbers of SNPs on a genome-wide scale and
then evaluated the association of these SNPs with phenotype
using a decision tree or contingency table model [35]. In addi-
tion, they incorporated the tournament path selection and tabu
list into ACO for the analysis of GWAS [36]. Yuan et al.
introduced a fast adoptive ACO algorithm (FAACOSE) to
detect SNP interactions [37].

ACO has a natural advantage when it is used to detect high-
order SNP interactions; however, it requires a large-size ant
population and leads to a high computational cost. The time
complexity of ACO for detecting k-order SNP interactions
from a dataset with n individuals and N SNP markers is
O(k × NP)(initialization) +O(T × k × NP × N )(updating
pheromone of each edge).

D. HARMONY SEARCH (HS)
The harmony search (HS) algorithm, inspired by the impro-
visation process of jazz musicians, is a very simple evo-
lutionary algorithm [38], [39]. The initial goal of HS was
to solve discrete optimization problems. The HS algorithm
has excellent performance and efficiency in solving com-
binatorial optimization problems such as structural design
and traffic routing. In HS, each harmony corresponds to a
vector consisting of k decision variables. Good harmonies
constitute a harmony memory (HM) used to improvise better
harmonies. The HM size (HMS) is defined as the number of
harmonies in the HM.

Algorithm 1 introduces the steps of HS for the detection
of high-order SNP interactions. In each iteration, the worst
harmony, X idworst , with the largest fitness is replaced by a
newly generated harmony Xnew if Xnew has stronger associa-
tion with disease status than the worst X idworst in HM.

The steps for generating a new harmony are as algorithm 2.
The HS algorithm is well suited for detecting k-order SNP

interactions at the genome-wide scale, in which a harmony
Hi (i = 1,2,. . . ,HMS)denotes a k-order SNP combination
(SNP1,SNP2,. . . ,SNPk ) whose goal is to find the best har-
monies (k-order SNP combination) that are associated with
disease status.

The HS includes three operators: a combination operator,
pitch adjustment and random selection. A combination oper-
ator is used to select SNPs from the HM, which records good
SNP combinations. Pitch adjustment is adopted to locally
improve the SNP combinations. Random selection can be
used to discover new SNP combinations. To detect k-order
SNP interactions from a dataset with n samples and N SNP
markers using the HS algorithm, the time complexity is
O(k × NP) (initialization) +O(T × k) (improvising new
harmony). Obviously, the time complexity of HS has nothing
to do with N.
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Algorithm 1HS for theDetection of k-Order SNP Interaction
Inputs

(1) dataset with M samples and N SNPs
(2) terminal condition (MaxFEs): maximum number

of calculating the associations.
(3) HMCR: harmony memory consideration rate.
(4) PAR: pitch adjustment rate.

Output: a set of SNP combinations associated with disease
status.
Step 1. Randomly initialize harmony memory HM(
X1,X2, . . . ,XHMS

)T
and calculate the association of each

harmony in HM.

HM =


X1

X2

...

XHMS

∣∣∣∣∣∣∣∣∣
f (X1)
f (X2)
...

f (XHMS )

 =


x11 x12 · · · x1N
x21 x22 · · · x2N
...

... · · ·
...

xHMS1 xHMS2 · · · xHMSN

∣∣∣∣∣∣∣∣∣
f (X1)
f (X2)
...

f (XHMS )


Step 2. Generate new harmony Xnew as algorithm 2.
Step 3. Update HM using Xnew.

If Xnew is better than the worst X idworst of HM
X idworst = Xnew

End
Step 4. Check the terminal condition. If the terminal con-
dition is met, output the HM. Otherwise, goto Steps 2.

HS has a strong ability to explore the search space.
We developed two HS algorithms (FHSA-SED 2016 and
NHSA-DHSC 2017) [40], [41] to detect high-order SNP
interactions. Both of these algorithms include two phases:
searching and testing. In FHSA-SED (2016), an HS is
adopted to discover some candidate SNP pairs in the search
phase. The Bayesian-network -based K2-score andGini score
are employed to evaluate the association between pairwise
SNPs and disease status. A local search strategy with a two-
dimensional tabu table is presented to avoid repeatedly eval-
uating some SNP combinations that have strong marginal
effects. In the testing stage, the G-test statistic is used to
verify the candidate SNP pairs. In the NHSA-DHSC (2017)
algorithm , a niching strategy is incorporated into the HS
algorithm (NHSA), which serves as a tabu search region to
prevent HS from becoming trapped in local optima. Three
computationally lightweight and complementary evaluation
criteria (Bayesian-network-based K2-score, Gini score and
joint entropy) serve as objective functions of NHSA, where
the joint entropy is utilized as a heuristic factor to guide the
search for detecting SNP interactions with minimal or no
marginal effect. Figure 4 presents an example explaining the
process of the NHSA-DHSC algorithm for detecting a 3-way
SNP combination model with a total of 10 SNPs. The process
is divided into two stages: the first stage involves searching

Algorithm 2 Generation of New Harmony
For i = 1→k

If rand(0,1) < HMCR
// (1) combination operator

ra← select from {1, 2, . . . , HMS} randomly.
xnewi = xrai

//(2) pitch adjust
If rand (0,1)<PAR

xnewi is adjusted according to a local search
strategy.

EndIf
Else // (3) select randomly from search space

xnewi ← select a value from set {1,2,. . . ,N}
randomly.

EndIf
End For

candidate solutions, and the second stage involves testing the
authenticity of each candidate solution.

E. DIFFERENTIAL EVOLUTION (DE) ALGORITHM
The differential evolution (DE) algorithm proposed by
Storn and Price is a very efficient SIS method [42]. Given
its the advantages of having only a few parameters, strong
search ability, and simplicity, DE has been widely used to
address engineering optimization problems [43], [44]. The
DE algorithm is analogous to the GA and involves three
evolution operations:

1) Mutation operation. Mutation in the DE creates
a donor solution V j(t) =

(
vj1(t), v

j
2(t) , . . . , v

j
n(t)

)
corresponding to an individual solution X j(t) =(
x j1(t), x

j
2(t), . . . , x

j
n(t)

)
in a population as follows:

V j(t) = X r1(t)+ F ×
(
X r2(t)− X r3(t)

)
where F is the scale factor that controls the learning
rate. V j

∈ Sv =
∏n

i
[
vLi , v

U
i

]
. vLi vand vUi denote

the lower and upper bounds, respectively, of x ji (i ∈
{1, 2, . . . , n}, j ∈ {1, 2, . . . ,NP}). NP is the population
size.

2) Crossover operation. Crossover creates a trail solution
U j(t) =

(
uj1(t), u

j
2(t) , . . . , u

j
n(t)

)
as follows:

uji (t) =

{
x ji (t) , if rand (0, 1) ≥ CR or i = I

vji (t) , otherwise

where CR is the crossover rate for determining the
learning of X j(t) from V j (t) . In each iteration,
the higher the CR is, the higher the learning rate from
V j (t).

3) Selection operation. Selection determines whether the
trail solutionU j(t) can replace X j(t) in the t th iteration.
If the fitness of U j(t) is superior to that of X j(t), X j(t)
will be replaced by U j (t) .
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FIGURE 4. An example of NHSA-DHSC for detecting high-order SNP interactions.

Compared with the GA, the DE algorithm is a
real-value-coded algorithm that solves continuous optimiza-
tion problems very well; however, for discrete combinational
optimization problems, a modification of the evolution strat-
egy or bound constraints is required. Yang et al. proposed two
DE algorithms (MODEMDR 2017 and CT-BDE 2018) [45],
[46] for detecting gene-gene interactions. In MODEMDR,
the n-order SNP combination is represented using an n-digit
decimal code, and two MDR-based contingency table mea-
sures (CCR and NMI) are utilized as the fitness functions.
The CCR is defined as the correct classification rate, and
the NMI is the normalized mutual information. TheCT-BDE
combines a Taguchi catfish method and binary DE to identify
SNP-SNP interactions; the Taguchi catfish method aims to
prevent premature convergence, and MDR is used as the
objective function for evaluating the degree of association
between SNP combinations and disease status. The time

complexity of DE is O(k × NP) (population initialization)
+O(T ×k×NP) (crossover and mutation). Compared to GA,
DE does not contain a selection operator, and it can directly
decide a new solution regarding whether to stay or to leave.

The DE strategy is very efficient for discovering a con-
tinuous region that contains multiple SNPs associated with
phenotype; however, it has difficulty exploring high-order
SNP interactions in which the functional SNPs are far apart
from each other.

F. PARTICLE SWARM OPTIMIZATION (PSO)
Particle swarmoptimization(PSO) is another SIS technique
developed by Eberhart and Kennedy. This method mimics
the foraging behavior of a flock of birds or school of fish
[47]. In PSO, each particle is denoted as a bird or fish and
has two behaviors: social and individual. The movements of
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particles are guided by their known historical best position
(individual behavior) and the best-known position of the
current swarm (social behavior), which can be expressed
as follows:

Vi (t+ 1) = ωVi (t)+ rand(0, 1)×c1 ×
(
Xoldi − X

best
i

)
+rand(0, 1)× c2

(
Xoldi − X

Gbest (t)
)

Xi (t+ 1) = Xi (t)+ Vi (t+ 1)

where
(
Xoldi − X

Gbest (t)
)
and

(
Xoldi − X

best
i

)
are the social

behavior and the individual behavior, respectively, of particle
Xi, and c1 and c2 denote the learning factors of particle Xi.
� ∈ (0, 1) is the inertia weight of the learning velocity. Xbesti
is the historical best position of the ith particle. XGbest denotes
the globally best position of the entire swarm.

The PSO algorithm has a very high convergence rate for
resolving certain complex optimization problems. Yang et al.
first presented a double-bottom chaotic map PSO algorithm
(DBM-PSO) to detect high-order genetic interactions [48].
In DBM-PSO, double-bottom maps are adopted to balance
the exploration power and exploitation power, with the aim
of preventing the PSO from becoming trapped in a local opti-
mum. A particle denotes a candidate solution that represents
a k-order SNP interaction. Shang et al. proposed an improved
opposition-based learning PSO (named IOBLPSO) for the
detection of SNP-SNP interactions [49]. IOBLPSO employs
opposition-based learning to improve the global exploration
power, uses dynamic inertia weight to cover a wide search
and adopts post-processing to carry out a deep search in the
suspected SNP sets.

The time complexity of PSO for the detection of k-order
SNP interaction isO(k×NP) (initialization)+O(T×k×NP)
(velocity update) +O(T × k × NP) (location update).
Similar to DE, PSO is a very effective method for solving

continuous optimization problems and finding a small contin-
uous gene region containing multiple disease-causing SNPs.

1) Three important details, which are not mentioned in
the literature in designing the detection algorithm using
DE and PSO, should be emphasized. For an SNP com-
bination X = (x1, x2, . . . , xn), the decision variables
xi should be an integer. However, it can be real-value
coded for accelerating the search.

2) xi 6= xj if i < j.
3) xi < xj if i < j. This is not a requirement but is

important for improving the search ability and avoiding
becoming trapped during a local search.

In the later simulation experiments, all SIS algorithms are
designed based on these rules, which can effectively improve
the performance of the algorithms.

G. CUCKOO SEARCH (CS)
Cuckoo search (CS), inspired by the obligate brood para-
sitism of certain cuckoo species that lay their eggs in the nests
of other species, is a new SIS algorithm in which a candidate
solution is represented by cuckoo eggs [50].

CS is designed based on three rules:
(1) Each cuckoo lays its egg in a randomly chosen nest.
(2) The best candidate solution (nest) that has the best

quality of eggs will survive as the next generation.
(3) The number of candidate solutions (nests) in the evo-

lutionary process is fixed, and the host bird finds the egg that
is laid by the cuckoo with a probability p ∈ (0, 1) and dumps
the found eggs.

A cuckoo Xi performs a Levy flight as follows:

X t+1i = X ti + α ⊕ Levy(λ)

where α > 0 denotes the step size of the flight and represents
entry-wise multiplication.

Algorithm 3 CS Algorithm
Initializing population with n host nests Xi (i = 1,2,. . . ,n)
do
(1) Get a cuckoo X t+1i randomly by Levy flight.

X t+1i = X ti + α ⊗ L (s, λ)
L (s, λ) = λ0(λ) sin(πλ/2)

π
1

s1+λ
, s is the flight step.

α is the scaling factor of flight step.
(2) Calculate its fitness value fi.
(3) Sort fitness values.
(4) Select a nest Xj randomly from population.
(5) If fi is superior to fj, replace Xj with X

t+1
i .

(6) Abandon some worse nests with probability pa and
generate new nests via Levy flight.

While (not satisfying terminal conditions).

The time complexity of CS for the detection of k-order SNP
interaction is O(k ×NP) (initialization) +O(T ×NP logNP)
(sort )+O(T ×NP) (abandon)+O(T × k2×NP) (generating
new solution with levy flight).

The CS algorithm has fewer parameters than certain other
SIS algorithms, such as PSO and DE, and has been widely
applied in the fields of computer science and engineering.
Aflakparast et al. introduced a CS algorithm (named CSE)
for detecting high-order genetic interactions [51]. In the
CSE algorithm, the SNPs are partitioned into subgroups of
SNPs according to the natural genomic order and associ-
ated genes, and the Bayesian-network- based score is uti-
lized as an objective function to evaluate the association
between the SNP combination and disease status. In the
simulation experiments of CSE, the functional SNPs are
divided into different groups; however, this is difficult for a
real dataset.

H. FISH SWARM (FS)
The fish swarm (FS) search algorithm is inspired by the
biological behavior of fish, in which each fish perceives
a concentration of food and aims to find the best food
source by applying three behaviors (preying, following and
swarming) [52].
(1) Preying describes how a fish tends to reach a better food

source from the current location as follows.
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XI = Xi+Random(Visual)

Xi,next = Xi+

Random(Step)
XI−Xi
‖XI−Xi‖

, if f (Xi)< f (XI )

Random(Step), otherwise

where Random(Visual) denotes that fish Xi searches ran-
domly in its visible range. Random(Step) represents random
movement with each Step.

(2) The following behavior describes how a fish attempts
to trail a better solution (food). Let Xbesti,neighbor be the

best neighbor of Xi. If fmax
/
nf > σ f (Xi) (which means

it is not crowded around Xbesti,neighbor ), Xi will move
toward Xbesti,neighbor ; otherwise, it will prey as (1) in Step.
where fmax represents the maximumfitness of solutions
in this region.

(3) Swarming aims to assemble the fish and prevent fish
from becoming trapped in a local search (too dense).
At Generation t, the Xi will take a step forward to the
fellow centerXc if f (Xc)

/
nf > σ f (Xi) (whichmeans the

fellow center is not a crowd); otherwise, it will execute
the prey behavior.
where nf is the number of fishes in the near region. σ
denotes the crowd factor.

The time complexity of AFS is O(k × NP) (initialization)
+O(T × k × NP) (preying) +O(T × k × NP) (following)
+O(T × k × NP) (calculating Xc).

Zhang et al. presented an artificial fish swarm (AFS)
algorithm (fish swarm logic regression, FSLR) to identify
interacting genetic variations. In the FSLR algorithm, the
position of a fish is denoted as the SNP combination, and
the association between the SNP combination and disease
status denotes the food concentration around the fish. Logic
regressionwas used to evaluate the association of SNP combi-
nations with phenotype. The AFS algorithm aims to enhance
the search speed and explore the interacting genetic variations
[53] by facilitating communication among the fish group.

I. ARTIFICIAL BEE COLONY (ABC)
The artificial bee colony (ABC) algorithm, inspired by
the foraging behavior of swarming honeybees, involves
three operations: (1) discovering new food sources with
the employed bees, (2) selecting good food sources with the
onlooker bees, and (3) exploring new food sources with the
scout bees.

In ABC, the employed bee xi explores a new food source
Vi as follows:

Vi = Xi + ri(Xi − Xj), (i 6= j, i = 1, 2, . . . , n)

where ri ∈ [−1, 1] is a uniformly distributed random number.
If the fitness of Vi is better than that of Xi, Xi will be

replaced by Vi.
The onlooker bee chooses the food source according to the

fitness value of the food source, and the selection probability

is calculated as follows:

Pi =
a · fi

max(f )
+ (1− a), a ∈ (0, 1)

The scout bee discovers a new food source Xnew randomly
within the search space as follows:

Xnew = Xmin
+ r · (Xmax

− Xmin)

where Xmax and Xmin are the upper and lower boundaries
of the search space, respectively. r is a uniformly distributed
random number in (0,1).

ABC has a powerful global exploration ability for
solving complex optimization problems [54]. Accordingly,
Li et al. proposed a two-objective ABC algorithm (named
EIMOABC/D) to detect genetic interactions in a genome-
wide manner. In EIMOABC/D, the Bayesian network score
and Gini index are employed as the objective functions. The
first objective aims tomeasure the relevance between the SNP
combination and disease status, and the second objective is
used to measure the SNP impurity of the SNP combination.
In addition, a mutual-information-based local search algo-
rithm is applied to avoid revisiting the solutions [55].

J. OTHER SIS EPISTASIS DETECTION ALGORITHMS
Moore et al. developed a grid-based stochastic search to
detect hierarchical sets of interacting SNPs, named Crush-
MDR [56], which employs expert biological knowledge as
heuristic factors to guide probabilistic search and uses MDR
as the objective function. Crush-MDR is a population-based
stochastic search algorithm. It uses MDR as an objec-
tive function, conducts the search based on an opportunis-
tic evolution strategy to maximize the efficiency, evolves
candidate solutions on distributed computing nodes, and
can adopt expert knowledge from any source to guide the
search. Sun et al. presented a multi-objective evolution algo-
rithm (SEE) to detect SNP epistasis [57]. In SEE, eight
objective functions are integrated to measure the association
between SNP combinations and phenotype.

In these proposed detection algorithms based on SIS,
the ACO was the focus of greater attention compared to other
algorithms. However, ACO usually has good performance
when the population size is equal to or greater than the node
number (SNP number of data sets), and it is memory and
computationally intensive.

TABLE 1 summarizes the characteristics of SIS algorithms
for detecting SNP interactions.

IV. EXPERIMENTAL ANALYSIS
A. PERFORMANCE COMPARISON OF SEVEN CLASSICAL
SWARM INTELLIGENCE ALGORITHMS
To compare the detection power of seven classical swarm
intelligence search algorithms (GA, ACO, HS, CS, DE, PSO,
ABC and AFS), we investigate them on 12 DME (disease
models with marginal effects) models (parameters of the
12 DME models are summarized in Table E-1 of NHSA-
DHSC [41]). The 12 DMEmodels involve 3 types of models:
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TABLE 1. Overview of SI-based methods.

multiplicative model, threshold model and concrete model.
In the simulation experiments, we generate 100 datasets for
each DME model using software GAMETES [79], which
aims to test the robustness for various disease models.

To ensure a fair comparison, all algorithms are imple-
mented using MATLAB (The source code of ACO is revised
according to the source of MACOED [24], and CS is

from CSE [51]. Other source codes are re-implemented
in MATLAB). The Bayesian-network-based K2-score is
employed as the objective function for the seven algorithms,
and the same terminal condition, defined as the maximum
number of evaluations of SNP combinations (Max_ES),
is adopted for the seven algorithms.Max_ES is set to 2500 for
datasets with 100 SNPs and to 50,000 for datasets with
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FIGURE 5. Power comparison of the seven algorithms on 12 DME models with 100 SNPs.

FIGURE 6. The number of SNP combinations that have been evaluated before the disease-causing SNP combination is found or the
terminal condition is met.

FIGURE 7. The average run time for finding the disease-causing SNP combinations from data with 100 SNPs.

1000 SNPs. Table 2 summarizes the parameters of the seven
algorithms. All experiments were performed on a Windows
10 64-bit system with an Intel(R) Core(TM) i7-8700 CPU@
3.20 GHz and 16 GB of RAM, and all the programs were
written in MATLAB R2018a.

Three metrics (power, ME, and runtime) are adopted to
compare the performance of the seven SIS algorithms for
detecting high-order SNP interactions.

(1) Power = #S
#T

Power is a measure of the capability of detecting the
disease-causing models from all datasets, where #S is the
number of disease-causing models found out of #T datasets
before the terminal conditions of search algorithm are met.
In the experiments, #T = 100 for all disease models.

(2)Run time denotes themean time that an algorithm takes
to find a disease-causing model.

(3)ME denotes the mean number of SNP combinations
that will be evaluated using the objective function until the
disease-causing model is found.

B. (EXPERIMENT 1) 100 SNPS WITH SAMPLE
SIZES OF 800 AND 4000
The simulation experiments are performed on datasets with
100 SNPs and sample sizes of 800 and 4000.

Figure 5 presents the detection power of eight algorithms
used to solve 12 DME models with sample sizes of 800
(left figure) and 4000 (right figure). The results show that
for 12 DME models with a sample size of 800, the ACO
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FIGURE 8. Detection power of the seven algorithms (sample size = 4000 and 1000 SNPs).

maintains a steady and high detection power and is superior
to other methods for the DME1-DME4 models. HS and DE
are superior to other methods with respect to detection power
for models DME5-DME10. The right figure indicates that HS

and DE are more powerful than the other methods for most
models with a sample size of 4000.

Figure 6 shows themean number of SNP combinations that
have been evaluated (ME) before the disease-causing SNP
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TABLE 2. Parameter settings for the seven algorithms.

combination is found or the terminal condition is satisfied
(Max_ES = 2500). Generally, the smaller ME is, the better
the algorithm. As shown, HS obtains lower ME in finding the
functional SNP combination compared to other algorithms.
PSO and AFS require evaluating a greater number of SNP
combinations.

In Figure 7, the average run time is presented. The result
indicates that the HS takes less time than the other methods
on most DMEmodels. DE is also competitive for all 12 DME
models. CS and AFS require greater run times than the other
algorithms to find the disease-causing models.

From Figures 5-7, it can be seen that HS and DE are
the most powerful methods for detecting the disease-causing
SNP combinations.

C. (EXPERIMENT 2) 1000 SNPS WITH A SAMPLE
SIZE OF 4000
Figure 8 shows the detection powers, ME and runtime of the
eight algorithms on 12 DME models with 1000 SNPs. The
results indicate that ACO has a steadier and higher detec-
tion power (>80%) than CSE, PSO, GA, ABC and AFS on
12 DME models and is superior to HS and DE with respect
to detection power for models DME1, DME2 and DME 11.
HS and DE have obvious advantages over the other methods
for DME 4-DME 10 and DME 12.

In terms of the ME and run time of the eight algorithms,
HS and DE outperform the other algorithms: they require
less run time and evaluate fewer SNP combinations than do
the other six algorithms when detecting the disease-causing
SNP combination. In contrast, the CS and AFS evaluate more
SNP combinations and require longer run times than the
other methods when discovering the disease-causing SNP
combinations.

V. DISCUSSION
An SIS algorithm conducts a global search through the power
of the group, therein aiming to enhance the perception of
individual searchers in the search space through communi-
cation and learning between individuals in the group. SIS
has received considerable attention for the detection of SNP
interactions. However, this method is still not sufficient for
the detection of high-order SNP interactions with minimal
or no marginal effects because there are very few heuristic
factors (clues) in exploring high-order SNP interactions with
no marginal effects from the hundreds of thousands of SNPs
in the genome. The key to SIS is to develop a good objective

function (evaluation criterion) for calculating the association
between genotypes and phenotypes. An effective objective
function has the ability to guide the SIS algorithm to explore
some clues (such as different distributions of genotypes)
that can further lead the algorithm to find high-order SNP
interactions on a genome-wide scale. In existing research,
the most common evaluation criteria (objective functions)
involve the Bayesian-network-based score [58]–[60], mutual
information [61], [62], logistic-regression-based score [63],
[64], MDR [65], [66], Gini index [67]–[70], statistical test
methods (e.g., chi-square test, G-test, and t-test) etc. These
criteria usually have a high precision in evaluating a pure
k-order SNP interaction (in which the k SNPs jointly affect
complex diseases, and the number of SNPs is the same);
however, they are ineffective for determining the association
difference of SNP combinations that contain only some of the
disease-causing SNPs. For example, a 4-th-order SNP com-
bination (SNP1, SNP2, SNP3, SNP4) contains two disease-
causing SNPs (SNP2, SNP4), which are the components of a
4-th-order SNP interaction (SNP2, SNP4, SNP7, SNP9). This
scenario is poorly distinguished from a 4-th-order SNP com-
bination that does not contain any disease-causing SNPs by
most existing evaluation criteria. This is the main reason why
detecting pure high-order SNP interactions is so difficult; the
SIS cannot find the clues for detecting the disease-causing
SNP combinations.

Hence, developing an effective heuristic search factor is
of great importance to SIS algorithms for the detection of
high-order SNP interactions. In the NHSA-DHSC algorithm,
we employed the joint entropy of k-order SNP combinations
of case samples as one of the evaluation criteria, where the
joint entropy aims to find the subtle differences in the geno-
type distributions between disease-causing SNP combina-
tions and non-disease-causing SNP combinations in the case
samples. The experimental results indicate that joint entropy
is effective in guiding the search algorithm to find high-order
SNP interactions for certain disease models with minimal or
no marginal effects; however, it is also not sufficient to detect
SNP interactions for disease models without marginal effects,
and the simulation datasets do not follow theHardy-Weinberg
law. Therefore, combining multiple complementary evalu-
ation criteria can be regarded as an option for identifying
diverse disease models.

In recent years, multi-objective optimization algorithms
that are used to enhance the identification power of the
SNP interaction have been adopted to detect various SNP
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interactions [24], [57]; however, for disease models with-
out marginal effects, the performance of these algorithms
is still not satisfactory. The goal of a multi-objective algo-
rithm is to find a set of Pareto-optimal solutions (nondom-
inated solutions), each of which satisfies the objectives at
an acceptable level without being dominated by any other
solution. However, we found that some SNP combinations
(dominated solutions) that are eliminated during the search
by the nondominated solutions are the true disease-causing
SNP combinations, which results in an increase in the number
of false negative errors. In FHSA-SED [40], NHSA-DHSC
[41] andMCDA-MDR [73], the experimental results indicate
that multicriteria algorithms are superior to multi-objective
optimization algorithms. In future studies, lightweight and
complementary evaluation criteria should also be considered
to screen for suspected SNP interactions that have a strong
association with disease status using any SIS in the first
search phase. Multistage search, multiple populations and
multiple criteria are important choices in developing SIS
methods for improving the exploration power when detecting
high-order SNP interactions.

To better understand detection in SIS, the joint entropy
[40], relative entropy [71] and Kullback-Leibler (KL) diver-
gence [72] should be considered in the design of heuristic
factors. In addition, research should also focus on gaining
insight from 2nd-order and 3rd-order SNP combinations,
which should be explored with exhaustive search methods
using high-performance computers such as HiSeeker [61].

In recent years, it has been proposed to focus efforts on the
analysis of low-frequency and rare variants on GWAS [2],
which represents a new area for SIS. In the era of biomed-
ical big data, SIS will be more widely used in applications
such as large-scale copy number variation analysis [74], [75],
protein interaction [77], multi-omics data analysis and drug
discovery [78].
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