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ABSTRACT The identification of orbital angular momentum (OAM) modes with high-accuracy and -speed
is always a difficult issue in practically applying optical vortex beams (OVs). In this work, we propose
and experimentally investigate a convolutional neural network (CNN) method for optical OAM mode
identification and shift-keying (SK) communications. The CNN model, including convolution and pooling
layers, was designed to extract mode information from the diffraction patterns produced by diffracting the
OVs with a cylindrical lens. After trained with loads of studying samples, the CNN model has a good
generation ability in recognizing the OAMmodes of OVs ranging from−15 to 15. The recognition accuracy
reaches 99%with the turbulence intensity ofC2

n = 1× 10−13 m−2/3,1z = 50 m. Even under the turbulence
of C2

n = 1 × 10−12 m−2/3, 1z = 50 m, the accuracy still exceeds 89%. By mapping and encoding
a Lena gray image with the size of 100 × 100 pixels to two OAM channels, the OAM-SK signals with
900 modulation orders were successfully demodulated by the CNNmodel, and the image was well recovered
after transmission. With an I5-8500 Central Processing Unit, this recognition process only takes 1 × 10−3

s per mode. It is anticipated that the CNN methods might provide an effective way for identifying OAM
modes with high-accuracy and -speed, which may have great potentials in OAM communication, quantum
information processing, and astronomical application, etc.

INDEX TERMS Neural networks, optical vortices, optical signal detection.

I. INTRODUCTION
Optical vortex beam (OV) has attracted extensive interests
due to their potential advantages in various applications
[1]–[5]. The OV possessing helical phase front can be charac-
terized by an azimuthal phase structure exp(ilϕ) and carries
orbital angular momentum (OAM) of l} per photon [6],
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where l is the topological charge (TC) representing the OAM
mode, and ϕ denotes the azimuth angle in the cylindrical
coordinate system. Because of the phase singularity in beam
cross-section, OV shows a ‘‘dark hollow’’ intensity distribu-
tion. Those spatially variant field distributions reward OVs
many unique optical properties, which have great potentials
in the fields of particle capture and manipulation [7]–[9],
optical communication [10], [11], and quantum informa-
tion [12], etc. Especially for optical communications, the OVs
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with different OAM modes are mutually orthogonal when
l takes integers, which means that the light beam carrying
OAM can provide an additional physical degree of free-
dom in increasing communication capacity and modulation
ability [13]. By multiplexing OAM modes, the communi-
cation capacity of 2.56 Tbit/s and the spectral efficiency
of 95.7 bit/s/Hz have been realized [14]. And an ultra-
high-speed optical communication link with the transmission
rate of 1.6 Tbit/s was also achieved by multiplexing OAM
and wavelength simultaneously [15]. However, the OAM
shift-keying (OAM-SK) communication manifesting as the
rapid switching of OAM modes is seriously hampered for
lacking effective identification methods. Moreover, atmo-
spheric turbulence (AT) in free space will severely destroy
the helical phase front of OVs, making it difficult to rec-
ognize OAM modes and reducing the detection speed and
accuracy.

The interference and diffraction methods are commonly
used to detect OAM modes by converting light intensity dis-
tributions into patterns that carry significant mode features.
Interfering OVs with a plane wave, one can directly read
mode information from the fork-shaped fringes of interfer-
ence patterns [16], [17]. However, the fringes formed by
interference are difficult to be recognized for the OVs with
large TCs because the number of fringes is proportional to
the absolute value of TCs. For the grating diffraction meth-
ods, OVs are converted to Gaussian beams and diffracted
to different diffraction orders by designing forked gratings
with spiral phases [18], [19]. This method also has a limit
identification range because one grating structure can only
detect fixed OAM modes. Aperture diffraction [20], [21]
and cylindrical lens (C-lens) detection methods have high
accuracy [22], [23], of which the C-lens method has a simple
experimental operation and obvious OAM mode features by
diffracting the OVs to l + 1 stripe distributions in the focal
plane. All of those methods provide effective ways to identify
OAM modes. However, the identification processes are all
performed based on image recognition and classification,
which depends heavily on the resolution limit of observer
and makes the practical identification seriously restricted in
speed and accuracy. Furthermore, when the OV propagate
in free space, its spiral phase structure is easily distorted by
AT, resulting in mode dispersion and intensity distribution
distortion. This distortion will further disturb the interference
and diffraction patterns and limit the OAMmode recognition
range, accuracy, and speed.

The key to detecting OAM modes is the identification and
classification of intensity patterns, which is where the convo-
lutional neural network (CNN) excels. Owing to the powerful
data processing capability, CNN has been widely used in
computer vision [24], language processing [25], [26], and
optical information processing [27]–[30], etc. Researchers
have also used deep neural networks to identify conjugated
OAM modes and achieved an accuracy of 74% [31], which
can be further increased to exceed 90% by using CNN [32].
These studies indicate that the CNN based OAM mode iden-

tification methods have a high recognition accuracy. How-
ever, the scheme can only identify limited modes, and it is
difficult to identify the modes that are mutually conjugated
with no significant difference in light intensity distributions.
In optical OAM communications, eliminating non-conjugate
modes seems a big waste of multiplexing resources. There-
fore, a method that can well recognize a wide range of OAM
modes with high accuracy and speed and has a certain anti-
turbulence capability is still urgently required.

In this article, we propose and experimentally demonstrate
a CNN method for OAM mode recognition and OAM-SK
communication. Using a C-lens to diffract OVs and extract-
ing characteristic parameters from the diffraction patterns,
we can well distinguish OAM modes and improve the dis-
crimination of conjugated modes because the inclined direc-
tion of fringes contains the sign information. Since CNN can
directly process intensity patterns without pre-processing,
it can greatly facilitate the identification and shorten the
recognition time. To accurately capture the mode informa-
tion from diffraction patterns, a six-layer neural network
structure consisting of convolution and pooling operations
is employed. This design weakens details and emphasizes
overall information when extracting the feature information,
making the CNN model a certain anti-turbulence ability. The
experiment results show that the CNN model can well recog-
nize the OAM modes from −15 to 15 (a total of 30 modes
with a mode interval of 1) under the influence of AT, and
the accuracies exceed 99% when the turbulence coefficient
C2
n below 1 × 10−13 m−2/3, 1z = 50 m. Even influ-

enced by the turbulence with C2
n = 1 × 10−12 m−2/3,

the accuracy also reaches 89.48%. With an I5-8500 Central
Processing Unit (CPU), this identification process only takes
10−3 s per OAM mode due to the low time complexity of
CNN structure. Furthermore, a Lena gray image with a size
of 100 × 100 pixels was mapped and encoded to different
OAM modes to produce OAM-SK signals with 900 modu-
lation orders. After transmission, the signals were demodu-
lated, and the image was well recovered with the turbulence
of C2

n = 1 × 10−12 m−2/3. OVs possess an additional
mode freedom with orthogonality, and a certain tolerance to
eavesdropping in modulation communication, which make
the CNN assisted OAM-SK communication system have
great potentials in image encryption transmission, deep space
communication, and underwater communication [33].

II. PRINCIPLE
A. THE PREPARATION OF FEATURE EXTRACTION SAMPLES
OVs can be directly produced by loading spatially helical
phase front to Gaussian beams. Its field distribution can be
expressed by:

E (r, ϕ) = exp

(
−
r2

ω2
0

)
· exp (ilϕ) (1)

where ω0 represents the waist of the input Gaussian beam.
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FIGURE 1. The intensity distributions of the OVs with different TCs before
and after the C-lens. (a) The OVs with the TCs of l = +2, +5, +8, +12.
(b) The OVs with the TCs of l = −2, −5, −8, −12.

Since the intensity distributions of the OVs with different
TCs are similar, especially for the mutual conjugated OVs,
it is difficult for CNN to distinguish OAM modes directly
from intensity patterns. Here, we use a C-lens to diffract OVs
for extracting feature information. Diffraction patterns can
directly reflect the sign of OAM modes and have obvious
fringes, which help improve the accuracy of recognition. The
phase of the C-lens can be described by [34]:

ϕ = exp
(
−ikx2/2f

)
, (2)

where x is the abscissa in Cartesian coordinates (x, y), and
f is the focal length of the C-lens, k = 2π/λ. After passing
through the C-lens, the diffracted intensity patterns of OVs
have a stripe shape and contain OAM mode information.
As shown in Fig. 1, the number of dark stripes is equal to l,
and the oblique direction of the stripes presents the sign of
TC. Therefore, using these intensity patterns as the input of
CNN, the feature information can be well extracted.

B. THE EFFECTS OF ATMOSPHERIC TURBULENCE
In free-space transmission, AT is one of the most impor-
tant factors distorting OVs. To explore the influence of tur-
bulences on the OAM mode recognition ability of CNN
model, different turbulences are loaded to OVs. In this work,
we use a Hill-Andrews model to simulate ATs. The atmo-
spheric refractive index variation spectrum can be written
as [35]:

8n
(
kx , ky

)
= 0.033C2

n (1+ 1.802

√
k2x + k2y
k2l

− 0.254(
k2x + k

2
y

k2l
)−7/12)

·, exp(
k2x + k

2
y

k2l
)(k2x + k

2
y +

1

L20
)−11/6, (3)

where kx and ky are the frequency wave spectrum data in the
x-axis and y-axis directions, respectively. C2

n is the refractive
index structure constant of AT, which is often used to describe
the intensity of ATs, kl = 3.3/l0, L0 and l0 are the outer and
inner scale of the turbulence, respectively.

The spectrum variance of the phase screen can be
expressed as [36]:

σ 2 (kx , ky) = ( 2π
N1L

)2

· 2πk201z8n
(
kx , ky

)
, (4)

where 1L is the grid spacing of the screen. N decides the
N×N phase screen, and1z is the transmission distance. After
fast Fourier transform, the phase screen in spatial frequency
domain can be described as [37]:

φ (x, y) = FFT
[
C1σ

(
kx , ky

)]
, (5)

where FFT represents fast Fourier transform, and C1 is an
array of complex random numbers of N×N dimensions with
a mean of 0 and a variance of 1.

Influenced by AT, the amplitude of the beamU (x, y) at the
transmission distance of 1z is:

U ′ (x, y) ≈ FFT−1[exp(iA1z) · FFT (exp(iφ(x, y))

×U (x, y))], (6)

where exp (iA1z) is the transfer function of Fresnel propaga-
tion, A = (k2x + k

2
y )/(2k), and FFT

−1 represents 2D inverse
Fourier transform.

Here, we set the AT phase screen with the size of N ×
N = 512 × 512, the grid spacing of 1L = 0.0001 m,
the inner scale of l0 = 0.0001 m, and the outer scale of
L0 = 50 m to simulate the influence of ATs on the OAM
mode purity, and the simulation results are displayed in Fig. 2.
From these figures, the turbulence phase fluctuations are
enhanced with the intensity, and the intensity distribution
distortion and mode purity reduction of OVs become more
serious. This is because the turbulence phase is equivalent
to adding a disturbance to the spiral phase, and the degree
of disturbance increases with the turbulence intensity. The
distorted phase caused by the disturbance will lead to serious
mode dispersion and crosstalk, which greatly reduces the
purity of the mode. Moreover, the degree of phase distortion
is also related to OAMmodes. The larger the TC is, the larger
the proportion of the information determining the mode in the
phase, which leads to a greater influence of AT. The simula-
tion results are shown in Fig. 3. From the figure, influenced
by the same AT, the mode purity of OVs decreases with the
increase of TC, and the mode purity of the OV with large
TCs has a 5% decline compared with the small one. As the
turbulence intensity increases fromC2

n = 1× 10−13 m−2/3 to
C2
n = 1 × 10−12 m−2/3, the mode purities of the OVs with

l = 1, 2, and 3 are reduced by about 40%. In the recognition,
this degenerationwill directly distort the intensity distribution
and make the OAM mode information hard to be extracted,
which may result in a great decrease in identification
accuracy.

C. THE CNN MODEL FOR OAM MODES RECOGNITION
Compared with other neural networks, CNN has a feature
extractor comprising convolutional and subsampling layers,
which is suitable for image recognition and classification.
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FIGURE 2. The mode purity and phase distribution of the OV (l = +3) under the influence of different ATs at 1z = 50 m. (a) C2
n = 1 × 10−14 m−2/3;

(b) C2
n = 1 × 10−13 m−2/3; (c) C2

n = 1 × 10−12 m−2/3.

FIGURE 3. The mode purity of OVs under the influence of different ATs.

In this work, we have designed a CNN model with strong
image processing capability to identify the OAM mode
of OVs. Since CNN can directly extract and classify fea-
ture information by learning input light intensity patterns,
it avoids the complex and time-consuming step of extracting
the explicit features of OAM modes.

The convolutional layer, in which a neuron connects a part
of neurons in the previous layer, detect the local features of
input images. The local connection will greatly reduce the
number of parameters and speed up the learning. In general,
a convolutional layer contains multiple convolution kernels,
and the neurons in the same convolution kernel share the
weights, which can help reduce the connections between
layers and the risk of overfitting. Different feature images can
be extracted by applying different convolution kernels onto
the output of the previous layer, and taken as the input of next
layers. Each element of the feature image in a convolutional
layer can be expressed as [38]:

ypj = f

bpj +∑
i∈Mj

xp−1i ∗ kpij

 , (7)

whereMj represents a group of feature images in the (p−1)th

layer. The input xp−1i and corresponding output ypj denote
the ith and jth feature image in the (p − 1)th and pth layer,
respectively. kpij is the convolution kernel associated with

xp−1i and ypj . The symbol ∗, bpj and f represent the convo-
lution operation, bias term, and nonlinear activation func-
tion, respectively. To further reduce the dimension of feature
images and network parameters, the convolutional layer is
usually followed by a pooling layer. After rounds of convo-
lution and pooling, a set of implicit features are learned from
the original input image. To map the achieved image features
to desired outputs, the end of the CNN is often followed by
several fully connected layers, and a softmax or regression
layer.

The proposed CNN architecture is shown in Fig. 4 and con-
sists of six layers. The first to fourth layers are convolutional
layers, and the last two layers are full-connection and output
layers. The input images are the grayscale intensity patterns
of the OVs diffracted by C-lens, and each image is resized
to 128 × 128 pixels. The first convolutional layer employs
5 × 5 convolution kernels, the second to fourth layers
employ 3× 3 convolution kernels, and each layer is followed
by a maximum pooling layer. The activation function used
for each convolutional layer is Rectified Linear Units (ReLU,
ReLU (x) = max(x, 0)), and the input images with a size
of 128× 128 are mapped to feature images of 16× 16 pixels
after convolutional and max-pooling layers. Finally, a fully
connected layer and a softmax classifier are applied to transfer
the feature images to desired outputs. Dropout is used in the
fully connected layer to reduce overfitting. The mathematical
expression of the softmax function is [39]:

f (xi, θ) = softmax(zi) =
exp (zi)∑
j exp

(
zj
) , (8)

where zi represents the output of the ith neuron, j represents
the number of categories of the final output. The output result
of the softmax function is f (xi, θ), which can be trained to
approximate the actual Y by minimizing the cross-entropy
loss function [40]:

L (f (X , θ) ,Y ) = −
∑

yi ln f (xi, θ). (9)

III. EXPERIMENTAL RESULTS AND ANALYSIS
Figure 5 presents the schematic diagram of identifying OAM
modes by using the CNN model. Turning the angle of the
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FIGURE 4. The architecture of the CNN model. Conv: convolution.

FIGURE 5. The schematic diagram of the generation and acquisition of input images for the CNN. GL: Glan prism; SLM: Spatial light modulator; CCD:
Charge coupled device.

TABLE 1. Parameters of the experimental system.

Glan prism to 0◦, the horizontally polarized Gauss beam was
converted into OVs by the spatial light modulator loaded with
spiral phases. The OAMmode of the OV can be regulated by
the loaded spiral phases. Because the OV has a ‘‘doughnut’’
intensity distribution, the characteristics of different OAM
modes are less apparent. To extract the feature information
more conveniently, a C-lens was employed to diffract OVs
and generate stripe formed feature images related to TCs.
By training a large number of such stripe-shaped diffraction
patterns, the CNN model can well identify OAM modes.

In this work, a He-Ne laser was used as light source, the
parameters of the experiment system are shown in Table 1,
and the size and grid spacing of the turbulence screen are set
in accordance with the SLM parameters. We first loaded the
AT with different turbulence phase distributions on 30 OVs,
where C2

n = 1 × 10−14 m−2/3, 1z = 50 m. And in
the experiment, we only use one SLM to generate OAM

FIGURE 6. The intensity distributions of the OVs with different TCs before
and after the C-lens under the influence of C2

n = 1 × 10−14 m−2/3.

modes and emulate the turbulence phase distortion. Figure
6 displays the intensity distributions of the OVs with l = ±2,
±5 ± 8,±12 before and after the C-lens. From the figures,
even influenced by weak turbulence, the OVs with high-order
OAM modes (such as l = +8) are difficult to be recog-
nized. In the experiment, we randomly generated 6000 phase
images with TCs within the interval of [−15, 15] and added
the turbulence of C2

n = 1 × 10−14 m−2/3 on the phases.
The intensity diffraction patterns of the OVs passing through
the C-lens were collected. Among them, 4000 grayscale
images were used as training inputs for the CNN, and the
remaining 2000 grayscale images were used as test data.

During the training, the Adam optimization function pro-
vided by TensorFlow is used to minimize the loss value,
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FIGURE 7. The loss function curve and test results under the influence of
C2

n = 1 × 10−14 m−2/3.

and the learnable parameters in the network are dynamically
adjusted to achieve the best fitting. And there is an expected
decrease in loss value with the increase of iterations (see
the blue line in Fig.7). When the iteration increased to 200,
the loss value is almost close to 0, which demonstrates that the
CNN model has established a good mapping relationship
between the input and the ideal output. However, the train-
ing loss value cannot completely evaluate the performance
of CNNs. The test accuracy representing the generalization
ability is another important evaluating criteria. Here, we used
2000 images to test the trained CNN model, the results show
that the mean accuracy is 100%, and the mean time required
for testing one pattern takes only 1.0 × 10−3 s by using an
I5-8500 CPU, indicating that the CNN model can accurately
and quickly identify OAM modes under the influence of AT
with C2

n = 1 × 10−14 m−2/3. Besides, we have simulated
the whole experimental system, the system parameters are
consistent with the experiment. The training results are shown
by the red line in Fig. 7, which is coincident with the loss
function curve in the experimental results, and the test accu-
racy is also 100%. It shows that the experimental results are
consistent with the simulations.

The reason why CNN can identify OAM mode with 100%
accuracy is that ATs with C2

n = 1 × 10−14 m−2/3 have a
weaker effect on the spiral phase, and the distortion random-
ness of the phase and intensity distribution are small, which
make the input diffraction patterns belonging to the same
OAM mode category maintain strong similarity. Therefore,
CNN can accurately capture the feature information.

To further test the applicability of the CNN model to
environments, we increased the turbulence to
C2
n = 1 × 10−13 m−2/3 with 1z = 50 m. As depicted

in Fig. 8, the intensity distributions of OVs begin to distort,
and the diffraction patterns are also deformed. The training
and testing results are shown in Fig. 9. When the training
iterations reach 500, the loss function tends to be stable and
reaches around 0. Using the trained CNN model for testing,
the average accuracy reaches 99.43%, and the average time
consumption is only 1.0 × 10−3 s. Compared with the case
of C2

n = 1× 10−14 m−2/3, it needs more iterations to reduce
the loss value to 0, and the testing accuracy also decreases.
This is because the increase of turbulence intensity will cause
an enhanced distortion on the light intensity distribution,

FIGURE 8. The intensity distributions of OVs before and after the C-lens
under the influence of C2

n = 1 × 10−13 m−2/3.

FIGURE 9. The loss function curves and test results under the influence of
C2

n = 1 × 10−13 m−2/3.

which will result in the reduction of effective information
and brings a certain degree of interference to the information
extraction. However, the time consumption has not been
improved because the time complexity of the CNN model is
determined by the network structure, and both adopted model
structures are the same structure in Fig. 5.

From the previous analysis, under the influence of
the turbulences with C2

n = 1 × 10−13 m−2/3 or
C2
n = 1 × 10−14 m−2/3, the proposed CNN structure

can well identify OAM modes, and the average accuracy
exceeds 99%. In practical applications, environmental fac-
tors are more complicated, and stronger turbulences are
often difficult to avoid. Therefore, we increased the AT to
C2
n = 1 × 10−12 m−2/3 with 1z = 50 m. As shown

in Fig. 10, the stronger AT has a large phase fluctuation,
which causes severe distortions in the phase and intensity
distribution of OVs, and the diffraction patterns become very
messy. Even for the OVs with low-orders, it is difficult to dis-
tinguish. However, with the excellent implicit feature infor-
mation capture capability, the CNN can also obtain the OAM
mode information even if the OVs are severely distorted.
Figure 11 demonstrates the loss function as the function of
iterations. The loss function can also be reduced to about 0 at
the 1500th iteration. And the average accuracy of the test
reaches 89.48%. It takes only 1.0 × 10−3 s for identifying
one test image. The reason why the test accuracy is greatly
reduced is that the turbulence phases used in the training
and test sets are not shared. The stronger turbulence causes
more random distortion in the intensity distribution, which
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FIGURE 10. The intensity distributions of OVs before and after the C-lens
under the influence of C2

n = 1 × 10−12 m−2/3.

FIGURE 11. The loss function curves and test results under the influence
of C2

n = 1 × 10−12 m−2/3.

FIGURE 12. The diagram of the CNN-based communication link for
transmitting a 100 × 100 pixels Lena gray image.

severely reduces the similarity of the diffraction pattern data
belonging to the same OAM mode category, and increases
the difficulty of CNN to capture valid mode information.
However, the characteristics of local connection reduce the
sensitivity of CNN to the global change of the objects. Thus,
the test accuracy can still reach 89.48%, which also indicates
that our proposed CNN model has a good generalization
ability.

In the above, we have used the CNN to train and test the
OAM mode datasets affected by three different intensities
of AT, and the corresponding CNN models with great OAM
mode recognition ability are obtained. It is worth noting that
these three data sets are trained and tested by the same CNN
simulation model, which is shown in Fig. 5.

Due to the unique spiral phase structure and orthogonality,
OVs are often used in communications to increase communi-
cation capacity and modulation ability. Thus, we constructed

an OAM-SK communication link to encode images and used
this CNN model to decode OAM-SK signals. As illustrated
in Fig. 12, a Lena gray image with a size of 100× 100 pixels
was encoded into two OAM-SK channels, and each pixel
value corresponds to two OAMmodes. Mapping pixel values
ranging from 0 to 255 to two bits numbers with non-zero
values, each bit representing an OAM mode whose value is
equal to the TC, and the high and low bits are represented by
l1 and l2, respectively. The value of each bit is 30-ary, and
the minimum is −15. Specifically, the gray value 0 corre-
sponds to two OAM modes with the smallest TC (l1 = −15,
l2 = −15), and the gray value 1 increases by 1 at the low
bit of the gray value 0 (l1 = −15, l2 = −14). Follow-
ing this law, we have obtained 20000 spiral phase images,
which were sequentially transmitted through ATs with
C2
n = 1 × 10−12 m−2/3. Then, the stripe feature patterns

diffracted by the C-lens were inputted into the previously
trained CNN model, and the TCs predicted by CNN were
decoded in the opposite way to the encoding. Finally, a
complete restored Lena gray image was obtained. It should
be noted that two OAM channels are used here and each
channel has 30 OAMmodes (l ∈ [−15, 15]), which indicates
that the modulation capability of the proposed OAM-SK
communication link reaches 900-order.

It can be seen that the restored Lena grayscale image
is almost the same as the original image, which demon-
strates that even under the influence of turbulence with
C2
n = 1 × 10−12 m−2/3, the CNN can still recognize OAM

modes well. This illustrates that the CNN assisted OAM
modes recognition method we proposed has a good gener-
alization ability and adaptability to different environments.

In the experiment, the communication capability of
OAM-SK systems is limited by the response speed of SLM
and CCD. Here, the SLM and CCD operated at ∼ 50 Hz,
and the response times are around 0.1 s and 0.058 s,
respectively, which limit the symbol rate of the OAM-SK
communication system to about 10 baud/s. However, other
devices with faster response speed can be used to effectively
increase the communication capability, such as digital micro-
mirror device (DMD) and complementary metal-oxide-
semiconductor (CMOS) with operating frequency up to
kilohertz and response time down to milliseconds, which can
increase the symbol rate by nearly ten times.

IV. DISCUSSION
Here, we propose a CNN-assisted OAM pattern recognition
method, which can be used in OAM optical communication
and quantum signal processing, etc. The OVs are diffracted
by a C-lens for feature extraction, and the OAM modes are
recognized from the diffraction patterns by CNN. Firstly,
we analyze the feature patterns obtained by C-lens diffrac-
tion, and the recognition of OAM modes with CNN will
be discussed in detail later. The C-lens is mainly used to
make the OAM mode feature information more obvious,
which can also be realized by interference methods, such as
interfering the OVs with a plane wave or a spherical wave and
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FIGURE 13. Input images of the CNN, and features captured by the
convolutional layers.

obtaining the interference patterns containing OAM mode
information. However, to satisfy the coherent condition, it is
necessary to find a coherent beam for the interfering that is
difficult in practical applications. In addition, the C-lens has
the advantages of small size, easy operation, and flexibility.
Therefore, the use of C-lens diffraction is more suitable. But
this method also has some defects. For example, the features
of the OVs with large TCs are not obvious. Especially under
the influence of turbulence, the effective information that can
be captured by CNN is limited, which limits the detection of
the OAM mode with larger TCs. Besides, the C-lens diffrac-
tion method is only suitable for the identification of single
OAM modes. For the hybrid OAM modes, effective feature
diffraction patterns cannot be obtained on the focal plane of
C-lens, which may be solved by using a Dammann grating
combined with a feedforward neural network.

The main function of convolutional layers in the CNN is
to capture the effective information from input images, and
the more layers there are, the more accurate the captured
information will be. The whole network spreads forward, and
the information is processed step by step. The low layers
capture the basic features that are integrated by the high lay-
ers. And the information processed by the high-layer is more
abstract. The size of the collected light intensity distribution
images is 840 × 600. To reduce the time complexity of the
whole neural network, they are reshaped into 128 × 128 and
inputted into the CNN model. The pixel of images is reduced
by almost 5 times, resulting in some details of the intensity
distribution to be lost. The proposed CNN architecture is built
with TensorFlow, and the input image and features captured
by each convolutional layer can be visualized by TensorBoard
(see Fig. 13). Taking the training input images of l = 1 and
l = 4 under the influence ofC2

n = 1× 10−13 m−2/3 as exam-
ples, after 60 training epochs, the first convolutional layer
predicts the location of valid information and extracts some
edge information. The second convolutional layer performs
feature extraction based on the first layer. Since the maximum
pooling is done after convolution, the size of the image is
reduced, resulting in the blurring of featured images. The
details have been abstracted, and the more pooling, the more
abstract the feature map will be. The CNN extracts the OAM
mode information from the overall shape of light intensity

FIGURE 14. The weight and bias stddev curves as the function of training
epoch.

distributions. Even influenced by turbulence, the light inten-
sity distributions of different OAM modes are still different,
which makes CNN has a certain anti-interference ability.

The deep neural network is mainly optimized by contin-
uously updating the weights and biases during the training
process. As the training period increases, the maximum val-
ues of weights and biases increase, and the minimum value
tends to be smaller. At the same time, the variance becomes
larger, which is an ideal state that each neuron should pay
attention to different characteristics and results in a large
difference between parameters. Figure 14 shows the trend of
weight and bias stddev in the training process for extracting
the OAM mode information influenced by the turbulence of
C2
n = 1 × 10−13 m−2/3 and the weight refers to the con-

volution kernel in the convolutional layer. As the training
epoch increases from 0 to 60, the weights and bias stddev of
six layers have an upward trend, of which the weight stddev
of the first layer increases from 0.088052 to 0.097822. This
indicates that each layer of the trained CNN structures has a
clear division of labor, which makes the CNN model a good
OAM mode information extraction ability.

When training the CNN model, selecting enough training
data is an effectivemethod to improve generalization abilities.
In addition, a large and diverse training data can effectively
prevent overfitting. Here, we collected 4000 samples as the
training set, and the recognition accuracy with the turbu-
lence intensity of C2

n = 1 × 10−13 m−2/3 reaches 99.43%.
To study the impact of the size of training data on the
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TABLE 2. The mean test accuracy for different numbers of training data.

TABLE 3. The mean test accuracy for different CNN structures.

TABLE 4. The mean test accuracy for different distances.

performance, we selected 1000, 2000, 3000 and 4000 training
data to train the CNN model, and the corresponding mean
test accuracies are shown in Table 2. From the comparison
results, the mean test accuracy increases with the training
data. Besides, we have studied the prediction ability of the
CNN model corresponding to different numbers of convolu-
tion layer. 4000 samples are trained using 4, 5, and 6 layers,
respectively. Then, the mean accuracies of the CNN model
and the times required to identify an OAM mode are tested
(see Table 3). From the results, the recognition accuracy of
the 4-layer structure is reduced to 97.24%, which is because
more effective information can be captured by appropriately
increasing the number of training layers. Meanwhile, the time
required for the 4-layer network to recognize OAM modes
is minimal. The calculation time of CNN is not only related
to computer performances, but also depends on the time
complexity of the CNN model, and the time complexity is
related to the complexity of networks. The more layers are,
the more average time is required to identify an OAM mode.

In addition to the above factors, the AT transmission dis-
tance will also affect the accuracy of recognition. In the
case of fixed turbulence intensity, the longer the transmission
distance is, the greater the disturbance of OAM mode is
accumulated. And the worsened phase distortions directly
increase the noise in the diffraction patterns and reduce the
recognition accuracy of CNN.Comparing1z = 10m, 100m,
and 200 m with 1z = 50 m, C2

n = 1 × 10−13 m−2/3,
the experimental results (see Table 4) show that as the dis-
tance increases from 1z = 10 m to 1z = 200 m, the mean
test accuracy decreased from 0.9984 to 0.9568, which further
proves that the OAM mode is more seriously affected with
the distance.

V. CONCLUSION
In conclusion, we proposed and experimentally demon-
strated a CNN-assisted method for OAM modes recogni-
tion and communication. A C-lens was used to diffract
OV to form a striped light intensity distribution associ-
ated with OAM mode. Training the CNN model with a
large number of diffraction grayscale images, it was suc-
ceeded in quickly identifying OAM modes ranging from
−15 to +15. The experimental results show that the
trained CNN model has a good recognition ability in dif-
ferent AT environments. The accuracies exceed 99% with
C2
n = 1 × 10−13 m−2/3 and C2

n = 1 × 10−14 m−2/3, and
the detection accuracy of 89.48% is also achieved influenced
by the turbulence of C2

n = 1 × 10−12 m−2/3. To fur-
ther investigate the recognition performance of the CNN
model and its potential in communications, an OAM-SK
communication system was constructed. And a Lena gray
image of 100 × 100 pixels was mapped and encoded to two
OAM channels which have 900-order modulation ability to
form OAM-SK signals. After transmission in the AT with
C2
n = 1 × 10−12 m−2/3, the OAM information included in

the intensity patterns diffracted by the C-lens was predicted
by the CNN model, and the image was well restored, which
may show great potentials in optical communication and
quantum communication, etc.
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