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ABSTRACT Wireless image sensor networks (WISNs) are widely applied in wildlife monitoring, as they
present a better performance in remote, real-time monitoring. However, traditional WISNs suffer from the
limitations of low processing capability, power consumption restrictions and narrow transmission bandwidth.
For the contradiction between the above limitations of WISNs and the wildlife monitoring images with
high resolution and complex background, we propose a novel wildlife intelligent monitoring system.
On the foundation of saliency object detection, the convolutional encoder-decoder network is utilized to
realize the progressive compression transmission and restoration for wildlife monitoring images, which
guarantees the transmission efficiency and quality of wildlife part. Moreover, to deal with the problems
of high labor intensity, low efficiency and low recognition accuracy in classical manual sorting method,
an improved Faster RCNN algorithm is proposed on the automatic recognition of wildlife images. The
experimental results on our own wildlife dataset, show that the peak signal to noise ratio (PSNR) and
structural similarity index (SSIM) are improved by 7.93%, 18.15% and 7.01%, 12.67% respectively on
reconstruction image, when compared with the set partitioned in hierarchical tree (SPIHT) and embedded
zerotree (EZW) algorithms. Compared with the traditional Faster RCNN algorithm, the recognition accuracy
of six species wildlife is respectively improved by 1%, 18%, 5%, 17%, 2% and 19%, and the final mAP value
reaches to 92.2% in test set increased by 10.9%, which demonstrates the proposed algorithm can ideally
achieve the wildlife intelligent monitoring with WISNs.

INDEX TERMS Wildlife intelligent monitoring, WISNs, progressive compression transmission, image
restoration, automatic recognition.

I. INTRODUCTION
Wildlife resource is abundant in China and it significantly
contributes to the balance and stability of the whole ecosys-
tem [1]. Scientific and effective monitoring of wildlife can
provide necessary information on species quantity and habi-
tat status for wildlife protection [2]. However, the precise
acquisition of wildlife monitoring images in real time poses a
challenge for associated practitioners. Conventional wildlife
monitoring methods include crewed field survey, GPS
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(Global positioning system) collar [3], infrared camera [4]
and satellite remote sensing monitoring [5] approaches.
However, these methods have their own limitations, such
as limited monitoring range, data acquisition lag and low
resolution, and so on. Recently wireless image sensor net-
works (WISNs) [6] are applied in wildlife image collection
as they present better deployment and remote transmission
ability.

For wireless image sensor networks, the collected wildlife
monitoring images encompass high resolution, complex
background and large information data characteristics, which
can hardly be proceeded due to the limitations ofWISNs with
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low processing capability, power consumption restrictions
and narrow transmission bandwidth. For transmitting task
through resource-constrained WISNs, image compression
coding is utilized to reduce the transmission workload and
improve the transmission efficiency. In this field, image com-
pression algorithms such as static image compression coding
standards: JEPG and JEPG2000 [7], [8], compressed sens-
ing [9], discrete cosine transform [10], singular value decom-
position [11] and deep convolutional neural network [12], are
capable of achieving high-efficiency compression of image
samples. However, these algorithms are generally applied to
the encoding and decoding processes of whole images, which
can not guarantee the transmission quality of regions of inter-
est in sources, and the image data may lose in transmission
process due to the environment interference.

To solve the above problem, image restoration [13] is
widely utilized after image acquisition to guarantee the reli-
ability and availability of the wildlife monitoring images.
However, these algorithms have undesired algorithm com-
plexity issues, such as edge statistics [14], total variation [15],
globally and locally consistent [16], adversarial edge learn-
ing [17] and contextual attention [18]. Recently, autoen-
coder [19], an unsupervised learning method is utilized in
WISNs thanks to its simple structure. This network architec-
ture is only built upon standard components such as convolu-
tional layers and skip connections [20], which can achieve the
state-of-art performance in image compression and restora-
tion tasks. However, it does not consider the difference of
texture information between saliency region and background
region, so we introduced the saliency detection in the image
restoration process to achieve the wildlife progressive trans-
mission and restoration.

According to the collection and analysis of the wildlife
monitoring images through control center, we found that the
monitoring nodes may have a serious false triggering phe-
nomenon [21] due to the interference of external factors such
as direct sunlight and wind disturbance. For the huge wildlife
monitoring images with invalid images included, traditional
method such as manual sorting is disadvantageous in terms of
high labor intensity, low efficiency and unstable the recogni-
tion accuracy. Therefore automatic wildlife recognition [22]
is demanded to improve the efficiency of wildlife monitoring.
In recent years, various novel models such as AlexNet [23],
VGG Net [24], Google Net [25], Deep Residual Net [26] and
Dense Net [27] were proposed to improve wildlife recog-
nition capability and achieve the automatic recognition of
wildlife accurately. Main stream automatic recognition algo-
rithms inclued visual vocabulary bags [28], image segmenta-
tion and deep learning technologies [29], graphical cutting
algorithm [30] and YOLO algorithm [31]. However, these
algorithms mainly focus on overall recognition of single
image, which do not consider the relationship between the
foreground and background information.

This paper proposes an intelligent wildlife monitoring sys-
tem to realize the remote, real-time monitoring and transmis-
sion, image restoration and automatic recognition of wildlife.

TABLE 1. Parameters of WISNS node.

The key contributions of the present study are: 1) A wildlife
monitoring system is constructed based onWISNs to achieve
the remote, real-time monitoring of wildlife. 2) A progressive
image transmission and restoration strategy is proposed based
on convolution Auto-encoder for wildlife monitoring images,
which addresses the WISNs bottleneck of transferring the
image data. 3) The Faster RCNN algorithm is proposed to
realize the automatic recognition of wildlife, which improves
the sorting efficiency and overcomes the disadvantages of
high labor intensity, low efficiency and low recognition
accuracy.

The rest of this paper is structured as follows. Section II
builds the wildlife monitoring system with WISNs.
Section III introduces the proposed progressive transmis-
sion and restoration, and wildlife recognition algorithms.
In Section IV, we compare the performance of our proposed
algorithm with other algorithm. Finally, we give the conclu-
sions in Section V.

II. WILDLIFE MONITORING SYSTEM WITH WISNs
WISNs is widely utilized in wildlife monitoring to capture
and transmit wildlife image materials with industrial grade
cameras, which consist of WISNs terminal nodes, coordina-
tion nodes, gateway nodes, control center and data processing
module. The wildlife monitoring system is acknowledged to
present remote, real-time, all-weather and friendly monitor-
ing merits, and the schematic diagram with detailed configu-
rations are shown in Fig.1.

Monitoring node devices are deployed in the active wildlife
area according to practical needs, and the wireless sensor
network is established in a self-organizing manner by using
ZigBee network protocols. The detailed parameters of mon-
itoring node devices are shown in Tab.1. After the terminal
node infraredly senses that the wildlife enters the monitoring
field, the camera is triggered to capture images and data are
saved in the SD card. Then the coordination node transmits
the image data to back-end server when the monitoring image
data is received from terminal node in a multi-hop manner.

The WISNs monitoring system for wildlife is mainly
deployed in northern China, and the wildlife species collected
in the experimental site include Red Deer, Chinese goral,
Roe Deer, Lynx, Wild boar, and Raccon Dog. Among them,
Red Deer and Lynx are secondary national-protected species
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FIGURE 1. Wildlife monitoring intelligent system.

FIGURE 2. Wildlife monitoring area Northern of China.

FIGURE 3. Image progressive transmission and restoration strategy.

(shown in the Fig.2) and the total quantity of collected images
is over 10,000 of the six species.

III. THE PROPOSED ALGORITHM
A. PROGRESSIVE TRANSMISSION AND RESTORATION
For the wildlife monitoring images with high-resolution,
complex background and large information data, a novel
image progressive transmission and restoration method is
proposed in this study as shown in Fig.3. On the foundation

of wildlife saliency detection and extraction [32], the saliency
region and background region are separately compressed
using the Convolution encoder-decoder [33] to guarantee the
saliency region. In other words, the wildlife region is placed
in the highest priority of compression and transmission. Then
the skip connections [20] are utilized to realize the restora-
tion of wildlife images, which ensures the availability of the
experimental material for the subsequent study of wildlife
automatic recognition.
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1) SALIENCY OBJECT DETECTION AND EXTRACTION
In the process of wildlife monitoring, the saliency object
region (wildlife region) can provide an intuitive understand-
ing and judgment for wildlife while the background region
is only a supplementary information to the saliency region.
Therefore, saliency object detection and extraction is utilized
in this paper to generate the mask image for the progressive
transmission strategy.

In our proposed algorithm, the input images are quantified
according to the number of quantify channels CN and the
main color is arranged into a color matrix by histogram
statistics. After that the image pixels are recorded by color
value and the terms with the same color value are grouped
together. The saliency value S(Ci) between different colors
is calculated and expressed as shown in the (1), besides the
saliency value are the same when the color value of the pixels
is the same.

S(ci) =
n∑
j=1

fjD(ci, cj) (1)

where ci denotes the color value of the pixel Pk in input image
and theD(ci,cj) denotes the color distance metric between the
pixel ci and cj in Lab space. n denotes the total color numbers
of input image and fj represents the ratio of the pixels whose
color value is ci to the total pixel numbers in the image.

Color quantization greatly simplifies calculation proce-
dure, but similar colors may be quantized to different values
during the process. In order to reduce noisy saliency results
caused by such randomness, we replace the saliency value of
each color by the weighted average of the saliency value of
similar colors.

S ′(c) =
1

(m− 1)T

m∑
i=1

(T − D(c, ci))S(ci) (2)

where the equation T =
∑m

i=1D(c, ci) denotes the distance
between the color c and its nearest colors. Typically m is
quarter of color numbers n in the images after quantification.

m∑
i=1

(T − D(c, ci)) = (m− 1)T (3)

Then the saliency area is obtained by comparing appear-
ance frequency [34] of the first n kinds color. If the appear-
ance frequency is greater than CR (Color Retention Rate),
the color with low frequency is discarded subsequently
and the closest color will replace it. The color appearance
frequency of the first n kinds color will be increased in
accordance with the number of quantify channels until it
is greater than CR. In this experiment, the color value of
each channel (R, G, and B) is quantified between 0-12 (CN)
so that the number of colors are reduced to 123 = 1728.
To obtain high-frequency colors in saliency area, the CR is
selected as 0.95.

In terms of saliency object detection and extraction,
the corresponding coefficients in the saliency and background
regions are set to 1 and 0 respectively to obtain the binary

FIGURE 4. Saliency object detection and extraction. (a) Original Image.
(b) Saliency object region. (c) Ground truth.

mask image, as shown in Fig.4. After obtaining the mask
image of the wildlife region, progressive transmission is
utilized based on the labeled wavelet coefficients through
mask image. We utilize the bit plane lifting method to raise
the coefficients of the saliency region to background region
which ensures the transmission priority of saliency object
region. Therefore, staff can prioritize obtain the important
region information in the background server to know the
species of wildlife.

2) IMAGE COMPRESSION CODING AND RESTORATION
After generating the mask of the wildlife region, we utilized
the convolutional encoder-decoder to prioritize the transmis-
sion of the important region and ensure that the staff can
receive the most interested region at the first time. Then the
image restoration is applied to restore the distorted image due
to the interference of the external noise, which guarantees the
material validity and recognition accuracy for the subsequent
research of wildlife recognition.

We selected 1,000 images as the training set, 100 images as
the validation set and 200 images as the testing set. All images
have a size of 128 × 128 pixels. In the network architecture
in Fig.5, we utilized the ADAM optimizer [35] with learning
rate lr and a mini-batch size of b, and each convolutional
layer has a filter with the number N and the size k , which
is followed by ReLU. Additionally, the skip connections that
connect the layer to its mirrored counterpart in the decoder
part, are utilized to learn the feature in different level layers.
Specifically, the output featuremaps (obtained after ReLU) of
the layer are element-wise added to the output feature maps
(obtained before ReLU) of the counterpart layer.

For the training loss, the mean squared error (MSE) is
used between the restored images and their ground truths as
follows, which indicates the degree of inconsistency between
the estimate value and the truth value. Compared with the
cross-entropy function, this loss function is related to the
correct and wrong prediction result to make the wrong result
become average value.

L(θD) =
1
|S|

|S|∑
i=1

‖D(yi; θD)− xi‖22 (4)

where S denotes the training set, xi is a ground truth image
and yi is a distorated image.

VOLUME 7, 2019 161415



W. Feng et al.: High-Efficiency Progressive Transmission and Automatic Recognition of Wildlife Monitoring Images

FIGURE 5. Network architecture of image compression and restoration.

FIGURE 6. Improved Faster RCNN network architecture.

B. AUTOMATIC RECOGNITION FOR WILDLIFE
MONITORING IMAGES
After the progressive transmission process proposed in the
last section, we could obtain large number of wildlife mon-
itoring images, which needed an efficient, accurate recogni-
tion algorithm to solve the sorting problems of low efficiency
and recognition accuracy.

In this paper, we combined the target detection (Anchor
box) and wildlife recognition into a comprehensive task and
the improved Faster RCNN algorithm shown in the Fig. 6,
was utlized to meet the practical demands of wildlife mon-
itoring images. Compared with traditional Faster RCNN,
two contributions were made in this study: 1) The k-means
algorithm is utilized to choose the better anchor size inwildlfe
region detection. 2) For imbalance training data, different
weights of loss function are assigned to different wildlife.

1) BACKBONE NETWORK
The deep residual network (ResNet) [39] which introduces
the residual learning block could solve the problem that the
recognition performance will no longer improve with deeper
depth when the depth of CNN substantially increased. How-
ever, this algorithm is difficult to take into account the

characteristics of large and small receptive field in the same
layer of convolution network. Because of the uncertainty
of wildlife target location and size, the feature extraction
of detail information and global information may lead to
the failure which feature map can not deal with the rela-
tionship between image details and the whole image. To
solve the above problem, a novel deep ResNet network of
SA-ResNet152 shown in the Fig. 7 based on self-attention
mechanism is proposed in this section. And Self-attention
network utilized in this paper shown in the Fig. 8, is not
restricted by the receptive field in the calculation of feature
graph, achieving the target location effect equivalent to weak
supercision through assigning different weights to the net-
work parameters through the softmax.

The core of the self-attention network consists of three
convolution layers and the feature map extracted by CNN can
be the output of the end convolution layer or any layer. First,
the feature map is transformed into three feature spaces f (x),
g(x) and h(x) expressed as

f (x) = Wf x (5)

g(x) = Wgx (6)

h(x) = Whx (7)
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FIGURE 7. Deep residual network architecture of SA-ResNet152.

FIGURE 8. Self-attention network architecture.

where Wf , Wg ∈ R(c×ratio)×c, Wh ∈ Rc×c represent the three
weight matrices calculated by the convolution layer. Among
them, c is the dimension of the input feature graph and ratio
is the proportional coefficient which the channel c×ratio
of convolution is 1×1. The weight matrix and the feature
graph are respectively convoluted by 1×1 to obtained their
respective feature spaces.

Then the correlation matrix βj,i can be calculated by multi-
plying thematrices of f (x), g(x) and normalizing the attention
matrix by Softmax layer, which indicates the degree of cor-
relation between the j region and the i position in the feature
graph. Finally, the output self-attention characteristic graph
δj is calculated by the attention matrix βj,i.

βj,i =
exp(si,j)∑N
i=1 exp(si,j)

, where si,j = f (xi)T g(xj) (8)

δj =

N∑
i=1

β j,ih(xi) (9)

In order to add the output self-attention feature matrix to
the latter network architecture as a module, we need to return
its reshape to [Batchsize, H, W, C], and add it to the input
feature matrix as the final output yi,

yi = λδi + xi (10)

FIGURE 9. Region proposal network architecture.

where λ is the proportional coefficient of self-attention char-
acteristics.

2) REGION PROPOSAL NETWORK
The region proposal network is used to locate candidate
wildlife object, as shown in Fig.9. After image feature maps
are obtained by backbone network, each feature point of fea-
ture map corresponds to the local receptive field of the orginal
image. Therefore, all feature points on the map can reflect
the original location features which include the candidate
wildlife object and background.

Anchor boxes are utilized in the RPN to extract the features
of 256-dimensional vectors at the same time, which perform
a sliding scan on a feature map through convolution calcula-
tion. The size of anchor boxes are 3 scales (8,16 and 32) and
3 length/width ratios (1:2, 1:1 and 2:1) in common to deal
with different scales.

And then the generated 256-dimensional vector is used to
access two fully connected layers, named the border classi-
fication layer and the border regression layer respectively.
We used the regression layer coordinates of the starting point
(x, y). The width w and the height h were to determine the
target location classification layer, which classifies the border
of the target area and background area. The provisions of
the same as the real area overlap is greater than 0.7 and the
negative sample overlap with the real area is less than 0.3.

In order to make the detection of wildlife target more
accurate, k-means algorithm [40] was used to cluster the
length/width ratio of anchor box in the RPN. After the
regressing of the training dataset through k-means algorithm,
the width w and the height h of wildlife target area were
recorded. We can calculate the length/width ratio r, r = h/w,
and cluster the 3 scales of r shown in the fig.10. The abscissa
represents the sample number and the ordinate represents the
ratio of the length/width. The red, green and blue represent
the Clustering results of low, medium and high level respec-
tively. From the clustering result we can see that the clustering
values reached 1, 2 and 4 respectively which means the ratiO
(1:1, 1:2 and 1:4) are used to replace the traditional ratio (1:2,
1:1 and 2:1).
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FIGURE 10. K-means clustering result graph.

TABLE 2. Wildlife image sample database.

3) LOSS FUNCTION
Due to the different quantities and habits of wildlife in
test site, the number of wildlife monitoring images varies
accordingly. This imbalance in data poses a challenge on the
automatic wildlife recognition.

The loss function of Faster RCNN is a multi-task loss func-
tion, including the classification loss function softmax and
the regression loss function. Regarding the imbalance dataset
issue, different weights are assigned to different wildlife
species in loss function, is expressed

L = −
∑
i

αi
∧
yilog(yi) (11)

αi =
Ntotal
n× Ni

(12)

where y denotes the network prediction category result prob-

ability yielded by softmax, and
∧
y is the category label in a

component of one hot vector. α is the loss function weight and
i is the wildlife category. Ntotal is the total number of training
images andNi is the number of ith species for wildlife training
images. n is total species of wildlife.

IV. EXPERIMENTAL RESULT AND ANALYSIS
A. WILDLIFE DATASET
To evaluate the effectiveness and superiority of the pro-
posed algorithm, we applied our proposed algorithm to
the wildlife dataset, in which all monitoring images were
calibrated by professional zoologists manually and elim-
inated the invalid monitoring images with no wildlife.
The above calibration ensures the high quality of training
samples.

FIGURE 11. Experimental samples of six species wildlife.

B. IMAGE RECONSTRUCTION QUALITY
In the process of transmission, we preferentially transmitted
and restored the saliency region image, and then the back-
ground region was processed after the saliency region was
completely received. We set the learning rate lr of the ADAM
optimizer at 0.001 and the mini-batch of size b at 16. For the
number N and size k of filters at each layer, we selected from
{32, 64, 128} and {1×1, 3×3, 5×5}, respectively.

In order to verify the effectiveness of the proposed algo-
rithm, two traditional algorithms [36], [37] were compared
with our proposed algorithm on saliency region to evaluate
the quality of image reconstruction.

Both the peak signal to noise ratio (PSNR) and structural
similarity index (SSIM) [38] are utilized as objective criteria
to evaluate the quality of final wildlife image.

PSNR = 10log
[
(255)2

MSE

]
dB (13)

MSE =
1
MN

∑
(g(x, y)− f (x, y))2 (14)

where MN is the total number of pixels in the sample image.
g(x,y) is the reconstruction image and f(x,y) is the orginal
image.

SSIM is another criteria regarding the measurement of
similarity between reconstruction and original images by cal-
culating the image distortion degree according to the change
of image structure information.

SSIM (x, y) =
(2uxuy + C1)(2σxy + C2)

(u2x + u2y + C1)(σ 2
x + σ

2
y + C2)

(15)

where ux and uy are the mean value of the luminance in the
original and reconstructed image respectively. σx and σy are
the standard deviation of the luminance. The constants C1
and C2 are used to suppress instability in structural similarity
comparison.

To verify the restoration effect, the set partitioned in
hierarchical tree (SPIHT) algorithm and embedded zerotree
wavelets (EZW) algorithm are compared with our pro-
posed algorithm in this section. As shown in Fig.13,
the restoration image quality corresponding to each sam-
ple is improved when compared with traditional algorithms,
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FIGURE 12. The flow chart of image restoration effect for wildlife images.

FIGURE 13. Comparison result of different algorithms. (a) Average result of peak signal to noise ratio (PSNR).
(b) Average result of structural similarity index (SSIM).

which indicates the availability of sample images for wildlife
recognition. Besides the average restoration results of PSNR
and SSIM by our algorithm are 44.7035 dB and 0.9025,
which increased by 7.93%, 18.15% and 7.01%, 12.67%
respectively when compared with the SPHIT and EZW
algorithms.

C. WILDLIFE AUTOMATIC RECOGNITION ACCURACY
All experiments were conducted on an Ubuntu 16.04 Linux
server with an E5-2620 CPU and GTX 1080ti GPU, and
the model implementation was based on the open source
deep learning framework Keras. The network input materials
were RGB color images and all images were re-sized to
224×224 pixels for further processing work.

We used ImageNet pre-training model and image data
enhancement strategy, in which the dataset of wildlife moni-
toring images was randomly divided into training set, verifi-
cation set and test set by the ratio of 7:1.5:1.5. In the process

of wildlife recognition, we set the learning rate of the ADAM
optimizer to be 0.001 and the epochs is selected by 500.

To evaluate the effectiveness and superiority of the pro-
posed algorithm, the accuracy P, mean average precision
(mAP) [40], the sensitivity TPR and the specificity TNR are
utilized as objective criteria to compare with different models
for wildlife recognition.

P =
TP

TP+ FP
(16)

where TP (True positives) is the number of cases which are
correctly divided into positive cases, and the FP (False pos-
itives) represents the case number that is incorrectly divided
into positive cases.

mAP =

n∑
q=1

AveP(q)

n
(17)
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FIGURE 14. The confusion matrix of compared algorithms.

where n is the number of wildlife species and it is set as
6 in this paper. P(q) is the qth specie recognition accuracy
of a certain wildlife monitoring image and the AveP(q) is the
average recognition accuracy of the qth specie under different
thresholds.

TPR =
TP

TP+ FN
(18)

where TP (True positives) is the number of cases which
are correctly divided into positive cases, and the FN (False
negatives) represents the case number that is incorrectly
divided into negative cases.

TNR =
TN

TN + FP
(19)

where TN (True negatives) is the number of cases which are
correctly divided into negative cases.

The confusion matrix was utilized in this section through
the number of correct recognition result and error result

TABLE 3. The evaluation values of compared algorithms.

of each wildlife specie. It is usually expressed by n × n
matrix and the n represents the number of target categories.
As shown in the fig.14, the total number of values in each col-
umn/row represents the total number of real/predicted results,
and the diagonal line of the matrix represents the number of
targets correctly classified.

To directly reflect the recognition effect of the training
model, we selected the models of traditional Faster RCNN
algorithm, anchor box size improved algorithm (Improved
algorithm 1) and loss function improved algorithm (Improved
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FIGURE 15. Results of wildlife recognition in complex cases.

algorithm 2) to compare with our proposed algorithm in
this section. Compared with the traditional Faster RCNN
algorithm, the accuracy of the six wildlife species has been
improved by 1%, 18%, 5%, 17%, 2% and 19% respectively,
and the final mAP value reaches to 92.2% which is increased
by 10.9%. For a more comprehensive results to demonstrate
the proposed algorithm, the TPR and TNR rates are increased
by 12.1% and 9.9% respectively compared with traditional
algorithm, and the running time is only added 0.002 second.

In the actual monitoring process, the monitoring camera
is triggered by infrared sensor through sensing the tempera-
ture changes when the wildlife appear in monitoring range.
However, there is a great uncertainty in locating the wildlife
position for fixed monitoring nodes due to the habits and
behaviors of wildlife, which makes the recognition accuracy
not ideally high. The wildlife object may be covered by back-
ground when the object is distant from the camera and the
animal is too tiny to see. Conversely, the monitoring images
would not include the whole body of wildlife object if the
distance is too close.

Therefore, we added the experiments to verify the effec-
tiveness of the proposed algorithm for different types of
wildlife monitoring images. As shown in the Fig. 15, the first
row experiment samples are the standard wildlife monitoring
images which are basically appear in the positive center of the
image, and the background information is simple. Even in the
extreme cases, such as the images in second row are occluded
images and the third row images are all locally captured
images, the algorithm can achieve precise result. The last
row images include a part of the body region because the
wildlife is too close to the camera. In conclusion, the propsed
algorithm can deal with the influence of various complex
situations and presents an excellent recognition accuracy and
strong detection robustness.

V. CONCLUSION
In this paper, we proposed a wildlife intelligent monitoring
system for actual wildlife images, which can achieve the
remote, real-time transmission and recognition of wildlife
monitoring images. Saliency object detection based on

VOLUME 7, 2019 161421



W. Feng et al.: High-Efficiency Progressive Transmission and Automatic Recognition of Wildlife Monitoring Images

histogram statistics was utilized to ensure the priority of
wildlife region in the transmission process. For the image
information lost caused by external interference during the
transmission process, convolution encoder-decoder network
was utilized to realize the progressive transmission and
restoration of wildlife images. Finally, an improved Faster
RCNN algorithm was proposed to achieve the automatic
recognition of six species wildlife, which improved the effi-
ciency and accuracy of wildlife classification. To demonstrate
the effectiveness of our proposed algorithm, the experimental
results on wildlife dataset show that the PSNR and SSIM
value are improved by 7.93%, 18.15% and 7.01%, 12.67%
respectively when compared with SPIHT and EZW algo-
rithms, which guarantee the reliability of the experiment sam-
ples for subsequent wildlife recognition. Compared with the
traditional Fast RCNN algorithm, the recognition accuracy
of the six species wildlife, has been respectively improved by
1%, 18%, 5%, 17%, 2% and 19%, and the final mAP value
reaches to 92.2% which is increased by 10.9%.

In the future, we will collect more wildlife sample images
for validation purpose and focus on the individual classifica-
tion of wildlife to improve the recognition accuracy.
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