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ABSTRACT A technique based on five brain rhythms (δ, θ , α, β, and γ ) presented in the sequence for
analyzing Electroencephalography (EEG) signals has been proposed. First, the production of the sequence
has been accomplished by selecting the prominent brain rhythm having the maximum instantaneous power
at specific timestamp consecutively throughout the EEG. To this purpose, the reassigned smoothed pseudo
Wigner-Ville distribution (RSPWVD) has been employed. Then, in order to verify the proposed technique
and evaluate its performance, a case study of seizure detection has been implemented. As experimental
validation, 93 patients from the Karunya database have been investigated. Moreover, to characterize the
brain rhythm sequence for seizure detection, two additional indices derived from the power discharge and
synchronous behavior have been applied. Results show that the particular rhythm pattern during the seizure
is usually one type (either δ, θ , or α) and it is subject-dependent. Hence, by focusing on the changes of such
particular rhythm through the two indices, the time-related occurrences of seizures can be determined in
detail. Meanwhile, the representative channels for seizure detection can be found by studying the similarity
of sequences, which are helpful to reduce the number of applied channels. Finally, the proposed technique
provides an accuracy of 98.9%, which demonstrates it is competent to detect the appearances of abnormal
seizures from the EEG signals reliably. Consequently, the brain rhythm sequencing could open a new way
to interpret and characterize the EEG in various applications such as for epileptic patients.

INDEX TERMS Brain rhythm sequencing, electroencephalography (EEG), time-frequency analysis (TFA),
reassigned smoothed pseudo Wigner-Ville distribution (RSPWVD), seizure detection.

I. INTRODUCTION
As a tool that is commonly used for assessing the electri-
cal activities of the brain, electroencephalography (EEG) is
valuable. It is an electrophysiological monitoring technique
that records the time-varying potential variations produced
by the firings of neurons and has a high time resolution that
captures changes within the millisecond timeframe. Further,
since EEG presents non-linear, non-stationary, and dynamic
property [1]. Therefore, in order to distinguish the traces
of EEG in different brain activities, the proper analysis and
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characterization of the EEG signals are essential. So far,
a number of approaches have been applied for EEG signals
analysis, such as linear prediction (LP) [2] and independent
component analysis (ICA) [3] in time domain; the spectral
analysis [4], [5] in frequency domain; Short-time Fourier
transform (STFT) [6], Hilbert-Huang transform (HHT) [7],
Wigner-Ville distribution (WVD) [8], [9], and wavelet trans-
form (WT) [10]–[12] in time-frequency domain; and special
types like singular value decomposition (SVD) [13], recur-
rence quantification analysis (RQA) [14], and so on.

Regarding the time domain analysis, the changes of EEG
signals over time have been recorded so that a good temporal
resolution can be acquired. Further, as the EEG signals in the
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time domain are mostly amplitude related, so the electrical
discharges at different timestamps can be easily visualized.
Nonetheless, the spectral information of EEG is ignored.
In contrast, in the spectral analysis of the frequency domain,
the time-related information such as the corresponding dura-
tion of events or the time transformations between different
brain activities is missing. As a result, compared with the time
or the frequency analysis, the time-frequency analysis (TFA)
by applying STFT, HHT, WVD, WT, etc. is preferred. As for
TFA, each method owns its advantages and disadvantages to
deal with the EEG signals. For instance, in STFT, the whole
EEG signals are divided into small segments and a window
function whose width is equal to the segment of the signals
is employed [6]. Nevertheless, the main drawback of STFT
is the finite length window that the narrow window provides
better time resolution and poor frequency resolution, while
the broad window produces better frequency resolution and
poor time resolution. So, in order to overcome the resolution
issue, WT has been proposed as a solution; WT has a facility
of varying frequency components such as the narrow window
size for high frequency and the broad one for low frequency.
In WT, a mother wavelet is used and it is shifted continually
along the time scale for calculating the wavelet coefficients.
By applying WT, the EEG signals can be decomposed into
certain sub-bands with good resolution. However, it is lim-
ited by its poor directionality, shift sensitivity, and lack of
phase information [15]; About WVD, it has several desirable
properties for analyzing the non-linear and non-stationary
EEG signals, such as tracking the sudden changes of the
signals in the time domain and preserving both the time and
frequency shift information. But, unnecessary cross-terms
will appear [16]; In HHT, it is a technique derived from the
empirical basic functions and EEG signals are decomposed
into a set of the intrinsic mode functions (IMFs) through
the empirical mode decomposition (EMD) process. Hence,
HHT is beneficial to calculate the instantaneous frequencies
and amplitudes of the EEG signals. Nonetheless, due to the
end effect of EMD resulting on both ends of the data set
meaningless, the capability of HHT for dealing with power
quality analysis could be influenced [17]. Then, concerning
SVD, it is a decomposition approach for reducing a matrix
to its constituent parts in order to make certain subsequent
matrix calculations simpler. However, it is more superior to
analyze the linear data rather than the strongly non-linear
EEG. Finally, as for RQA, it quantifies the number and the
duration of the recurrences which presented by its phase
space trajectory and has been widely used in the nonlinear
data analysis. Nevertheless, it requires the computation cost
of quantitative measures. Certainly, since each method has its
property and limitation, the purposes of the characterizations
are crucial for choosing the most appropriate one.

After EEG signals processing, several characteristics have
been extracted and denoted as the features employed to
study the behaviors of the brain and realize the objectives
such as classification and detection. As found, the exist-
ing features contain a lot of statistical parameters such

as mean, standard deviation, zero-crossing rate, root mean
square (RMS), etc. [18]; the entropies like approximate
entropy, sample entropy, phase entropy, and so on [19]; the
chaotic parameters include largest Lyapunov exponent (LLE)
and correlation dimension (CD) [20]; fractal dimension
(FD) [21]; and brain rhythms [22]–[25] . Because the qual-
ities of the features directly affect the performances of the
EEG-based applications, thereby, an appropriate approach to
extract and characterize the valuable features from the EEG
signals is significant.

Among the above features, brain rhythms are one
series of trustworthy patterns that have been commonly
employed for EEG-based applications. Moreover, they are
generated from the classifications of EEG signals based
on the five specific sub-bands: delta (δ, 0–4 Hz), theta
(θ , 4–8 Hz), alpha (α, 8–13 Hz), beta (β, 13–30 Hz), and
gamma (γ , 30–50 Hz) [26]. In fact, the effect of the brain
rhythms is that the presence or change of certain brain
rhythms can be considered as clues to recognize and detect
mental diseases, neurological disorders, and affective reac-
tions [22]–[25]. For instance, the changes in α power can
significantly indicate sleep disorders [22]. In Alzheimer’s
disease (AD), compared with the healthy subjects, the indi-
cations of amplitude increase in δ and θ sources, and the
amplitude decrease in α and/or β sources can be detected
in the patients [23]. As for affective reactions, the changes
of power in γ are usually related to happiness and sad-
ness [24], α power varied with the level of valence [25],
and so on. Categorically, the brain rhythms are deliberated
as the fundamental or key components in the frequency
domain representations of EEG signals. However, the rhyth-
mic time behaviors, i.e., the indications and consecutive
existences of the brain rhythms, which are useful informa-
tion to interpret the EEG with great details, have not been
investigated yet. To study such chronological orders of the
brain rhythms, the particular one which is appropriate to
distinguish the specific brain state can be identified so that
the details about the time-related transformations between
different brain states can be determined. Meanwhile, the
characteristics of the particular rhythm patterns are also use-
ful for investigating the effect of subject-dependent in a
specific brain state. On the other hand, based on the simi-
larity measurement of the rhythm patterns among different
channels, the signals synchrony in terms of rhythms syn-
chronization can be indicated, which provides a solution
to decrease the number of applied channels by mean of
selecting several representatives. Thereby, to focus on the
properties of the brain rhythms in their corresponding times
of occurrences could extend the analysis and characteriza-
tion of EEG signals in a new way. Then, inspired by the
sequence analysis in bioinformatics, a technique named brain
rhythm sequencing which interprets and characterizes the
EEG as the sequence data consisted of the five specific brain
rhythms has been proposed in this work. Moreover, this idea
can be tested and employed for various EEG-based applica-
tions such as the detections of some neurological disorders.
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Consequently, epileptic seizure detection, one of the conven-
tional EEG-based detections, has been adopted as a case study
to validate and evaluate the performance of the proposed brain
rhythm sequencing technique.

The rest of this work is arranged as follows: Section II
describes the details about the brain rhythm sequencing tech-
nique. Then, a case study of epileptic seizure detection is
elaborated in Section III followed by the experimental results
and discussion in Section IV. Finally, the conclusion of this
work is provided in Section V.

II. METHODOLOGY
The proposed technique contains three main phases:
A) sequence production by selecting the prominent brain
rhythm at specific timestamp consecutively throughout the
EEG; B) sequence analysis based on the selection of rep-
resentatives to reduce the number of applied channels; and
C) sequence characterization for the case study of seizure
detection. First, since both the time and frequency informa-
tion is significant for brain rhythm sequencing. Therefore,
an appropriate TFA method has been applied. Afterward,
in order to reduce the workload in handling multi-channel
EEG data, the selection of the representative channels has
been considered, i.e., the sequence analysis is for selecting
the representatives and it is derived from rhythms synchro-
nization through the similarity measurement of all generated
sequences. Finally, sequence characterization is performed
on those sequences from the representative channels and in
order to realize the aim of seizure detection, two additional
indices that reflect power discharge of the signals and syn-
chronous behavior of the brain rhythms have been used.
The following sub-sections describe the above phases in
detail.

A. SEQUENCE PRODUCTION BY TFA
The brain rhythm sequencing is referring to a technique that
interprets the EEG signals in chronological order by means
of five brain rhythms. Certainly, its production needs spe-
cific brain rhythm (frequency information) at a certain times-
tamp (time information). In this regard, the instantaneous
power distributions in the time-frequency plane can provide
more details to characterize the EEG signals appropriately
and hence, TFA, which decomposed the signals into the
time-frequency domain simultaneously, has been considered.
As for TFA,WVD is a typical method that has been applied to
calculate the instantaneous time-frequency information and
the power distributions of signals [16], which also belongs
to standard Cohen’s class in the time-frequency distributions.
By employingWVD, the information about the instantaneous
power in the time-frequency localizations of the signals can
be acquired, which enables the application for evaluating the
power value in specific sub-band of frequency and to localize
it into the corresponding timestamp [27]. Such properties are
beneficial to study the details of the five brain rhythm at
each timestamp and accomplish the brain rhythm sequenc-
ing from the whole signals. Mathematically, WVD is given

by (1):

Wx(t, ω) =

+∞∫
−∞

x(t +
τ

2
)x∗(t −

τ

2
)e−jωτdτ (1)

where x(t) is the signal, t and ω correspond to the time and
frequency respectively, and ∗ indicates complex conjugate
of x(t). But, WVD could generate unnecessary cross-terms
that confine to calculate the time-frequency information accu-
rately. Thus, to remove cross-terms, a further operation such
as an appropriately smoothing way of WVD along the time
as well as frequency direction is recommended [27]. Consid-
ering a separable smoothing function shown in (2):

Wh(t, ω) = g(t)H (−ω) (2)

where H (ω) is the Fourier transform of smoothing window
h(t) in the frequency domain, and g(t) is the smoothing
window in the time domain. Then, h(t) removes cross-terms
in the frequency domain, while g(t) reduces cross-terms in
the time domain simultaneously. Therefore, the independent
control has been adopted in both the time and frequency
domains. This modified WVD version is smoothed pseudo
WVD (SPWVD), as expressed in (3) [28]:

SPWx(t, ω)=

+∞∫
−∞

h(τ )

+∞∫
−∞

g(s−t)x(s+
τ

2
)x∗(s−

τ

2
)e−jωτdsdτ

(3)

In (3), the independency between h(t) and g(t) helps
SPWVD more flexible to solve the cross-terms. Besides,
in order to obtain the precise time indices of the higher power
regions and improve the meaningfulness of required power
values in the time-frequency plane, reassignment operation is
needed [28]. The principle of reassignment is to relocate each
value of SPWVD at any point (t , ω) to another point (t̂ , ω̂),
which is the center of gravity of the signals power distribution
around (t , ω). Consequently, a reassigned value of SPWVD
at any point (t̂ , ω̂) becomes the sum of all values reassigned
to that point, as presented in (4):

SPW (r)
x (t ′, ω′; g, h) =

+∞∫
−∞

+∞∫
−∞

SPWx(t, ω; g, h)

δ(t ′ − t̂(x; t, ω))δ(ω′ − ω̂(x; t, ω))dtdω (4)

where

t̂(x; t, ω) = t −
SPWx(t, ω; τg, h)
2πSPWx(t, ω; g, h)

(5)

ω̂(x; t, ω) = ω + j
SPWx(t, ω; g,Dh)
2πSPWx(t, ω; g, h)

(6)

with τg = tg(t) and Dh(t) = dh(t)/dt.
The reassigned SPWVD (RSPWVD) not only assists to

remove the interferences of cross-terms in both the time and
frequency domains but also makes the power distributions
have the proper representations in five specific brain rhythms

160114 VOLUME 7, 2019



J. W. Li et al.: Brain Rhythm Sequencing Using EEG Signals: Case Study on Seizure Detection

FIGURE 1. TFA of EEG from the C4 channel by using SPWVD followed by
the reassignment operation. Label: NP means normalized power.

FIGURE 2. Power estimation of five brain rhythms at each timestamp by
TFA (RSPWVD method); where r and d correspond to brain rhythm and
timestamp respectively; Pow(d,r) presents the power value of one
specific rhythm at a certain timestamp; ptf indicates the instantaneous
power in each bound of the time-frequency plane; Dt (d ) and Df (r ) is the
distance between adjacent timestamps and brain rhythms separately.

at each timestamp. Here, a TFA result of the EEG signals
with 10 s length from the C4 channel has been depicted in
Fig. 1, in which the horizontal and vertical directions denote
the time in 0–10 s and the frequency in 0–50 Hz respectively,
and the colors illustrate the normalized power (NP) ranged
from 0 (deep blue) to 1 (deep red). The numbers along the
vertical axis are the limiting values of five brain rhythms, i.e.,
the ranges of δ, θ , α, β, and γ .
To form the sequence, duration of timestamp (d) should

be taken into account, i.e., the whole span of time of EEG is
divided into d-segments for sequencing. On the other hand,
the frequency is divided into five components based on brain
rhythms (r). Therefore, in the time-frequency plane, there are
five brain rhythms at each timestamp, as displayed in Fig. 2,
in which the horizontal and vertical directions correspond to
the time in s and the frequency in Hz. Indeed, the sequence
data requires one element at each timestamp, not a group of
them. Consequently, in order to choose the most significant

FIGURE 3. The cumulative NP values of the five brain rhythms at each
timestamp of 0.2 s consecutively throughout the EEG signals.

one to represent each timestamp properly, the instantaneous
power (ptf ) in each bound of the time-frequency plane has
been considered. For instance, in Fig. 2, the Pow (d , r) indi-
cates the power value of one specific brain rhythm at a certain
timestamp, which is calculated by the average of all the ptf
bounded in a range consisted by Dt (d) and Df (r); where
Dt (d) corresponds to the duration of preset timestamp and
Df (r) refers to the distance between adjacent brain rhythms
separately. So, Pow (d , r) denotes the effect of power contri-
bution in the five brain rhythms (δ, θ , α, β, and γ ) at each
timestamp (d1, d2, d3, . . . ). Its calculation can be expressed
as (7):

Pow(d, r) =

∑
ptf (Dt (d),Df (r))
Dt (d)Df (r)

(7)

Regarding Dt (d), it decides the length of the brain rhythm
sequence data and should be preset. As a measurement
of potential variations induced by the firings of neurons,
the responses of the brain have been recorded in the EEG
and the analysis of EEG is the study of electrical activities of
neurons. In this regard, to capture the responses of neurons
is beneficial to analyze the EEG in detail and the average
reaction time of neurons could imply a unit time period that
the neurons are having reactions including the firings. In the
previous EEG-based studies, Rey et al. [29] claimed that the
average evoked power appears for a timestamp of 0.2 s by
applying TFA. In [30], Chandra et al. mentioned that the
average reaction time is 0.14–0.2 s. As found, 0.2 s can be
regarded as a unit time period to capture the primary electrical
responses of neurons and therefore, the timestamp of the brain
rhythm sequence is set as 0.2 s. Then, at each timestamp
of 0.2 s, there are five distinct power values located in various
rhythms, as shown in Fig. 3, in which the horizontal and
vertical directions refer to the timestamps (here, a 10 s EEG
has been divided into 50 timestamps) and the cumulative
NP values of the five rhythms respectively. Different colors
mean the contributions of power through different rhythms.
Besides, at each timestamp, considering the maximum one
reflects the critical frequency component that has a relatively
great contribution of power, it can be denoted as the most
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FIGURE 4. Brain rhythm sequencing from EEG signals based on choosing the prominent rhythm having the maximum power contribution at each
timestamp of 0.2 s by TFA. Label: NA refers to normalized amplitude.

significant feature in the frequency domain for interpreting
the EEG. Thus, via the calculations by TFA of EEG, the brain
rhythm presents the maximum power contribution at each
timestamp has been chosen for brain rhythm sequencing
and Fig. 4 presents a sample of the generated brain rhythm
sequence data from EEG, in which a 10 s EEG from the
C4 channel lies at the bottom, and its corresponding rhythm
patterns are displayed at the top.

B. SEQUENCE ANALYSIS BASED ON SIMILARITY
Because the brain rhythm sequence data is produced for the
EEG signals on each scalp channel so that the number of the
sequences equal to the number of channels in the EEG sys-
tem, which could increase the workload to implement charac-
terization in the next step. Hence, the reduction of the amount
of channel by selecting representative sequences (channels)
is desired. To this aim, considering the similarity analysis
is generally applied for studying the properties of sequence
data in bioinformatics and here, the similarity relationships of
brain rhythm sequences can also imply the signals synchrony,
alongwith indicating the connectivity between the EEG chan-
nels. Therefore, the selection of the representatives is by
implementing the sequence analysis based on the rhythms
synchronization among all pairs of generated sequences.
Afterward, the selected sequences from the representative
channels are employed for the characterizations of seizure
detection. In this work, in order to indicate the synchroniza-
tion level of the brain rhythms in the sequences, the simi-
larity coefficient has been measured and it is evaluated by
the Levenshtein distance, which is the minimum number of
single-character edits (either insertions, deletions, or substi-
tutions) required to change one code into the other [31]. If a
system has 16 EEG channels, 16 brain rhythm sequences will
be produced. Then, the Levenshtein distance between one
pair of sequences a and b (from two different EEG channels)
is given by (8):

leva,b(i, j)

=


max(i, j) if min(i, j) = 0,

min


leva,b(i−1, j)+1
leva,b(i, j−1)+1
leva,b(i− 1, j−1)+indf(ai6=bj)

otherwise.

(8)

FIGURE 5. A sample result of the similarity coefficients derived from the
Levenshtein distances among all pairs of generated brain rhythm
sequences on corresponding EEG channels.

where

indf(ai6=bj) =

{
0 ai = bj,
1 otherwise.

(9)

In (8), leva,b(i, j) means the distance between the first i
pattern of sequence a and the first j pattern of sequence b.
Then, the first element in the minimum of (8) corresponds to
deletion (from a to b), the second to insertion, and the third
to match or mismatch, depending on whether the respective
rhythm patterns are the same. Meanwhile, indf in (9) is the
indicator function and it equal to 0 when two sequences are
the same. Certainly, the smaller the distance indicates the two
sequences are more similar. Following the calculations based
on the Levenshtein distance, the level of rhythms synchro-
nization among all pairs of sequences can be identified and
a sample result has been illustrated in Fig. 5, in which the
horizontal and vertical directions show the 16 standard EEG
channels: FP2, F4, C4, P4, F8, T4, T6, O2, FP1, F3, C3,
P3, F7, T3, T5, and O1. The color reveals the level of the
similarity coefficient (simc) from the normalized Levenshtein
distance value that ranged into 0 (deep blue) to 1 (deep red)
via (10), where 0 represents the least similarity and 1 refers
to the strongest relationship.

simc =
max(leva,b)− leva,b

max(leva,b)
(10)

Next, the selection of the representatives is based on the
summation by (11), where the rhythms synchronization (ss)
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of one channel cha has been evaluated by considering the
summation of all its simc values with other channels cho.
Obviously, the higher ss can indicate this channel hav-
ing stronger synchronous relationships with others. Hence,
its rhythm pattern should appear frequently among all the
sequences and could be regarded as representative. In this
work, the channel having maximum ss and those if having
ss values within 5% differences to the maximum (max(ss) ×
0.95) are selected as the representatives. Thereby, based on
the similarity study, the number of brain rhythm sequences
for characterization can be significantly reduced.

ss(cha) =
∑

cha6=cho

simc(cha, cho) (11)

C. SEQUENCE CHARACTERIZATION FOR DETECTION
Here, the sequence characterization has been performed on
the representative channels selected from the above phase.
Since seizure detection has been adopted as a case study for
evaluation of the proposed technique, the main focus of the
characterization is concentrated on detecting the abnormal
seizures from the EEG signals and to this aim, several key
points related to the seizure detection by using EEG signals
have been considered.

Since epilepsy is characterized by recurrent seizures,
which are transient and paroxysmal events produced by
the abnormal electrical discharges and synchronous neu-
ronal activities, thus, when seizures appear, the abnormal-
ities in the electrical signals usually contain large power
discharges and highly synchronous behaviors [32]. Seizure
detection is a valuable tool for diagnosing epilepsy and the
EEG-based seizure detection is a conventional manner as
EEG records the electrical activities with good time reso-
lution. Besides, TFA methods have been widely used for
extracting suitable features in seizure detection. For instance,
Zandi et al. [10] applied wavelet packet transform (WPT) in
TFA for seizure detection and they developed the combined
seizure index (CSI) calculated by the rhythmicity and relative
energy of EEG. According to CSI, the alarm of seizure onset
can be achieved. Further, the similar approaches by applying
other TFA techniques can be found in [12], [16], [33], and
so on.

Regarding the proposed technique, RSPWVD in TFA has
been used to calculate instantaneous power in both the time
and frequency domains. Therefore, the proposed technique is
following a conventional manner to process the EEG signals.
While the main difference is that the EEG signals have been
represented by means of the chronological order based on the
prominent rhythm having the maximum instantaneous power
and expressed as brain rhythm sequence data. Then, via the
sequence characterization, the time-related transformations
between seizure/non-seizure intervals in the EEG could be
distinguished by considering the presences or the changes
of certain particular rhythm patterns so that the time-related
occurrences of abnormal seizures can be determined properly.
As found, when seizures appear, the abnormalities in EEG

TABLE 1. Indexing of synchronous behavior ( sb ) and power discharge (
pd ) for the proposed brain rhythm sequence data.

usually contain excessive electrical discharges and highly
synchronous neuronal activities. So, to enrich the properties
of the rhythm sequence for seizure detection, two additional
indices that reflect power discharge (pd) and synchronous
behavior (sb) have been developed.

First, the sb index denotes the synchronous behavior of
rhythm patterns among all generated sequences at the same
timestamp. Definitely, the stronger synchronous behavior can
be considered when a number of generated sequences reflect
a consistent rhythm pattern at that timestamp. Here, the sb
is evaluated based on syn(d,r), the ratio of rhythms synchro-
nization, as expressed in (12):

syn(d, r) =
Ns(d, r)
Nch

(12)

where Ns(d , r) means the number of sequences having the
same type of rhythm pattern at the same timestamp, and Nch
is the total number of sequences. For instance, if the rhythm
pattern of one sequence is θ at its first timestamp (d1), then
its syn of d1 is the ratio of the number of sequences having
θ in d1 to the total number of sequences. As 0 ≤ syn ≤ 1,
the syn must be fractional. Thus, to make sb simpler and
easily distinguished in the sequence, it has been defined by
syn value following the left part of Table 1, in which the first
two columns are the range of syn and the corresponding sb
separately. Consequently, the higher sb implies the stronger
synchronous behavior appeared at that timestamp, which
reflected by consistent rhythm among all the sequences.

Second, the pd index has been adopted to indicate the
strength of instantaneous rhythm power (IRP) at a certain
timestamp. A sample result of the statistical distribution of
IRP from one generated sequence (the sequence at the top
of Fig. 4) has been illustrated in Fig. 6, in which the hor-
izontal and vertical directions correspond to different IRPs
based on the statistical intervals derived from the mean (µ)
and standard deviation (σ ), and the corresponding number
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FIGURE 6. A sample result of statistical distribution of IRP from one
generated rhythm sequence (the sequence at the top of Fig. 4).

FIGURE 7. Proposed brain rhythm sequence data with two additional
indices (r sb

pd ) for representing the properties of EEG signals on different
channels; where pd and sb are used for denoting the strength of power
discharge of EEG and the level of rhythms synchronization respectively.

of occurrences respectively. As observed, the same rhythm
has different IRP values. For example, for θ , most of them
are located between 0 and µ+1σ , while only two of them
are beyond that interval. Therefore, based on such statis-
tical intervals, the strength of IRP and the pd index can
be estimated. In order to define these statistical intervals,
Chebyshev’s inequality presented in (13) has been applied.
Then, according to (13), pd has been indexed based on the
probability (Pr) at each decade, k (the distance of interval),
µ, and σ , which summarized in the right part of Table 1. As a
result, the high pd reveals the appearances of excessive power
discharges at that timestamp.

Pr(|x − µ| ≥ kσ ) ≤
1
k2

(13)

Finally, to comprise these two indices, the brain rhythm
sequence can be expressed by rsbpd and Fig. 7 displays some
samples on corresponding channels. In Fig. 7, it is clear that
the timestamps of d31–d32 present excessive discharges and
highly synchronous behaviors simultaneously (empirically,
both the indices sb and pd ≥ 8), which implies the intervals
of the abnormal seizures distinguishably. On the other hand,
except for d31–d32, the indices of timestamps are relatively
smaller, which also indicates that the duration of seizure or
the time-related transformation between seizure/non-seizure
intervals is about 0.4 s in Fig. 7. Moreover, concerning the
corresponding rhythm pattern, θ has been identified, which
indicates that θ should exhibit a certain relationship with
seizure and hence, the change of θ is appropriate for seizure
detection in this case. After the sequence characterization,
the rhythmic characteristics of the EEG signals including the

TABLE 2. The number of patients tested from Karunya database.

particular rhythm which is more significant for seizure detec-
tion and the time-related transformations between different
states can be investigated. Next, an epileptic EEG database
has been adopted as experimental verification for testing the
proposed technique in a real application.

III. EXPERIMENTAL METHODOLOGY
A. DATABASE
Usually, data acquisition and pre-processing are the initial
phases in EEG-based seizure detection. The raw signals are
recorded by a number of electrodes placed on the scalp and
after data recording, the pre-processing includes denoising by
using conventional filtering and the artifacts removals have
been operated. In this work, the data from an epileptic EEG
database [34] provided by theKarunyaUniversity in India has
been adopted for evaluating the performance of the proposed
technique.

Karunya database contains a large number of patients
with a very wide range of age and until now, the studies
related to this database are limited, so it has been selected
as the case study of seizure detection in the experimental
verification. Moreover, the database comprises 174 patients
(95 males and 79 females), and their ages vary from 1 to 84
years. Besides, the EEG system used is standard 10–20 and
the number of channels is 18, in which 16 scalp channels
and 2 periocular channels with the references to right and
left mastoids. The sampling rate is 256 Hz and the analog
passband of 0.01–100 Hz has been applied for the data pre-
processing. For each patient, the time epoch of EEG data is
10 s and the events of abnormal seizures such as the spikes
and sharp waves have been denoted. In this experiment, first,
all the patients have been divided into five groups based on
their ages: child (1–14 years), youth (15–28 years), adult
(29–44 years), middle-age (45–65 years), and elderly (over
65 years). Afterward, 93 patients have been chosen randomly
for investigations, i.e., 93 sets of EEG signals and each size is
16 scalp channels × 10 s. The details have been summarized
in Table 2, in which the first column presents the group and
the rest corresponds to the number of patients tested in this
work.

B. EXPERIMENTAL DESIGN
The experiments based on seizure detection by applying the
Karunya database have been designed into the following three
main stages:
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1) Method validation. The proposed technique has been
validated based on its ability to detect abnormal
seizures. In this regard, two conventional approaches,
WT by Daubechies-4 (DB-4) wavelet [35] and ICA
by InfoMax algorithm [36], have been employed for
the same epileptic EEG from the database, along with
using the proposed brain rhythm sequencing method.
Afterward, the detections from three approaches are
compared with the seizures related information from
the database so that the capability of correct detection
by applying the proposed method can be investigated.

2) Seizure characterization. The rhythmic characteristics
of the epileptic EEG signals, especially the particu-
lar rhythm patterns related to the states of seizures,
have been studied. Besides, the representative chan-
nels selected by the proposed rhythms synchronization
principle have been inspected via a comparison with
several conventional similarity measurements such as
coherence, correlation, and mutual information.

3) Performance evaluation. The performance evaluation
of the proposed technique has been accomplished based
on a comparative study with several existing related
works.

IV. RESULTS AND DISCUSSION
A. METHOD VALIDATION
In the method validation, two conventional methods, ICA, a
statistical technique, and WT, a core TFA technique, have
been implemented for comparisons. In this connection, the
proposed method also combines both the statistical concept
and TFA together. For instance, TFA helps to distinguish the
prominent rhythm having the maximum instantaneous power
at each timestamp of 0.2 s, and the statistical concept based on
the Chebyshev’s inequality assists to determine the statistical
intervals that present excessive discharges of IRPs, i.e., to
estimate the high pd index for the sequence data, which is
one of the key factors for seizure detection.

Regarding ICA, it has been implemented by the InfoMax
algorithm, which decomposes and makes the time course of
electrical activities in one component spatially filtered from
the channel data. On the other hand, since Liu et al. [35]
claimed that the DB-4 wavelet has a similar shape and
time-frequency characteristics with the seizures, which is
more appropriate to detect the changes of epileptic EEG.
Therefore, the DB-4 wavelet in WT can be considered as
a technique to decompose the EEG signals into specific
sub-bands for identifying abnormal seizures.

A result of detection by studying the EEG from epilep-
tic patient A0043 in the database [34] has been depicted
in Fig. 8. First, the epileptic EEG signals have been presented
in Fig. 8(a), in which the names of 16 channels are shown
along the vertical axis. The abnormalities of sharp waves
(between 6 s and 7 s) have been highlighted by the deep
red dots, i.e., the seizures happen at 6–7 s. Then, Fig. 8(b)
is by ICA, in which the independent components from all

FIGURE 8. Seizure detection by conventional and proposed methods.
(a) EEG signals with seizures; (b) and (c) are using conventional seizure
detections by ICA and WT respectively; (d) is from the proposed brain
rhythm sequencing. (Data is from Patient A0043 in Karunya database).

16 decompositions (IC1–IC16) have been depicted along the
vertical axis. In ICA, any one of the ICs which present the
larger amplitudes discharge (exceed about two-three times
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compared with the background of amplitude) can be fur-
ther considered as the abnormalities of EEG signals [36].
So, the intervals of seizures can be identified via the detec-
tions of such abnormalities and here, at 6–7 s, the larger
amplitudes discharges can be found in IC2 and IC4 obvi-
ously, which implies the seizures should locate within 6–7 s.
Next, the seizure detection by WT is in Fig. 8(c) and the
decomposed signals (A6, D6, D5, D4, D3, D2, and D1)
are illustrated along the vertical direction. In WT, since the
majority of seizure activity is usually paroxysmal and the
amplitude relative to the background would increase when
seizures occur. Thereby, the large relative amplitude values
usually accompany the seizures and the relative amplitude
of each wavelet decomposition can be applied for detect-
ing seizures properly [35]. Here, it can be found that the
large relative amplitude values located within 6–7 s in both
D6 and D5, which indicates the seizures existed in 6–7 s.
Finally, the detection by the proposed method has been dis-
played in Fig. 8(d), in which the first row corresponds to
the timestamps, and the rest presents the generated rhythm
sequence data on the representative channels (F4, C4, P4,
and T4). Based on the thresholds of two indices sb and pd
(empirically ≥ 8), the intervals of abnormal seizures can be
distinguished at the timestamps of d31–d32, i.e., about 6–6.4 s
of the EEG. Meanwhile, those corresponding rhythm at the
intervals of seizures is θ , indicating for the patient A0043,
the particular rhythm pattern which is appropriate for seizure
detection is θ . Besides, all of the detections are also consis-
tent with the information provided in the database and thus,
it can be said that the proposed brain rhythm sequencing is
competent to detect abnormal seizures from the EEG signals.

B. SEIZURE CHARACTIERZATION
The seizure characterization is concerned with investigating
the findings of representative channels and the results about
the particular rhythm patterns identified from brain rhythm
sequences on those representatives.

According to the summation of similarity coefficients
by (11), the channels presenting higher values have been
regarded as the representatives and characterized for seizure
detection. Now, the significances of these channels have been
inspected with the similarity measurements including coher-
ence (frequency domain) which reveals how one EEG signals
corresponds to others at each sub-band [37], and correlation
(time domain), a measurement that determines whether and
how pairs of EEG signals are related strongly [37]. Moreover,
mutual information, which evaluates the inter-dependence
between the signals using the concept of entropy in informa-
tion theory, is also a typical method to investigate the sim-
ilarity of EEG signals [38]. So, to inspect the representative
channels, coherence, correlation, mutual information, and the
proposed brain rhythm sequencing have been implemented
for channel selection based on the similarity measurement
simultaneously.

Here, all conventional methods have been performed on
EEG signals from the database and then compared with the

results from the proposed similarity study by using rhythm
sequences. Such comparisons not only inspect whether the
proposed brain rhythm sequence can interpret the rhythmic
characteristics of EEG signals suitably but also identify if
the selection of representative channels based on similarity
analysis is reasonable or not. Further, (14), (15), and (16)
have been adopted to calculate the value of coherence (C),
correlation (r), and mutual information (I ) between one pair
of the EEG signals respectively: the coherence between two
signals x and y at frequency f is by (14), where Gxy(f ) means
the cross-spectral density between x and y at frequency f , and
Gxx(f ) and Gyy(f ) are the auto spectral density of x and y
at the frequency f respectively; the correlation between two
signals x and y is from (15), where x and y are the two sets
of signals, and i and j are those elements of each set. Then,
the x̄ and ȳ refer to the means of x and y respectively; the
mutual information between two signals x and y is based
on (15), whereH (x) andH (y) mean the marginal entropies of
signals x and y respectively, and H (x, y) represents the joint
entropy of two signals x and y. After the above calculations,
to select the representative channels based on the coherence,
correlation, or mutual information, for each channel, all its
values of C, r, or I with other channels have been summed
separately. Then, in each measurement, the one having the
maximum summation and those if having values within 5%
differences to the maximum (max× 0.95) are selected as the
representatives, which is the same principle adopted in the
selection based on the proposed rhythm sequences.

Cxy(f ) =

∣∣Gxy(f )∣∣2
Gxx(f )Gyy(f )

(14)

rxy =

∑
i

∑
j
(xij − x)(yij − y)√

(
∑
i

∑
j
(xij − x)2)(

∑
i

∑
j
(yij − y)2)

(15)

I (x; y) = H (x)+ H (y)− H (x, y) (16)

A set of the scalp maps (by EEG data of patient
A0043 from [34]) consisted of 16 channels have been illus-
trated in Fig. 9 (scale in red color), in which the deeper
the red represents the channel has a stronger synchronous
behavior through the similarity measurements between itself
and all the others. Consequently, those channels in the deep
red can be selected as the representatives in terms of the
signals synchrony. Moreover, Fig. 9(a), (b), (c), and (d) are
the results by using coherence, correlation, mutual informa-
tion, and the proposed brain rhythm sequencing respectively.
In Fig. 9, it is clear that the representative channels found
are mainly concentrated on the right hemisphere, especially
in F4, C4, P4, and T4. Additionally, the statistical results of
the representative channels from all 93 patients have been
presented in Table 3, in which the first column refers to
the 16 scalp channels, and the rest displays the proportions
among 93 patients.

According to Table 3, it is found that the primary region
of the representative channels is located in F4, C4, P4, and
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FIGURE 9. Scalp maps consisted of 16 channels based on similarity
measurements by conventional and proposed methods. (a) Coherence;
(b) Correlation; (c) Mutual information; (d) Brain rhythm sequencing. The
deeper the red indicates it can be selected as the representative channels
in terms of the signals synchrony. (Data is from Patient A0043 in Karunya
database).

TABLE 3. Results of representative channels based on proportions.

T4 through both the conventional and proposed methods.
Meanwhile, similar statistical results can also reveal that the
proposed rhythm sequence data with the timestamp of 0.2 s
is suitable for interpreting the rhythmic characteristics of
EEG. Hence, by focusing on the rhythm sequences from the
representatives, the properties of seizures can be studied by
less number of applied channels.

Next, the particular rhythm pattern which is appropriate
for seizure detection has been discussed. This part has been
explained by considering another patient A0002 from [34]

TABLE 4. Particular brain rhythm detected by the proposed technique.

FIGURE 10. Brain rhythm sequences on the representative channels (F4,
C4, P4, and T4) for seizure characterizations, including the particular
rhythm pattern appropriate for seizure detection and the time-related
transformations between the seizure/non-seizure intervals. (Data is from
Patient A0002 in Karunya database).

and the brain rhythm sequences on the representatives have
been depicted in Fig. 10, in which the first row denotes the
timestamp based on 0.2 s, and the rest shows the sequences
with two additional indices. In Fig. 10, the representative
channels present the high synchronizations and excessive
discharges simultaneously (both the two indices ≥8) more
than one time. For example, in F4, d13–d16 and d37–d38;
in C4 and P4, d14–d15 and d37–d38; and in T4, d15–d16 and
d37–d38, which all depicted in gray color. Hence, these dura-
tions can be regarded as the intervals of seizures. In contrast,
the non-seizure intervals are outside the mentioned intervals.
As found, different channels have high indices at different
timestamps, indicating their onsets and ends of seizures are
not always the same. It is because the electrical discharges
during seizures usually spread over a region, not at a point.

In addition, the instantaneous powers are very strong so
that the excessive discharges can affect and spread to the
nearby channels. Such results imply that abnormal seizures
can be captured at certain timestamps on the specific channels
by using the proposed technique. On the other hand, in the
previous example (see Fig. 8(d)), θ rhythm appears during
the seizure; whereas in Fig. 10, α rhythm occurs during
the seizure. So, it indicates that the particular rhythm pat-
tern related to seizure detection should be subject-dependent.
Then, the statistical results of the particular rhythm pattern
from all 93 patients have been summarized in Table 4 and
the categories contain δ, θ , α, multiple types (like [δ, α], [δ,
θ , α], etc.), and undetected. In Table 4, except the 4 suc-
cessful detections with multiple types and the 1 failed detec-
tion, 15 have δ, 47 show θ , and 26 present α. As a result,
it demonstrates that the particular brain rhythm related to the
seizure should be δ, θ , and α. In the previous work [39], Saab
et al. claimed that the efficient frequency band employed
for seizure detection lies between 3–29 Hz, i.e., δ, θ , and
α rhythms cover the entire range of such frequency band.
Thus, the proposed method can distinguish the particular
rhythm pattern during seizure specifically and by focusing
on the changes of such rhythm through the two additional
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TABLE 5. Comparative study of EEG-based seizure detection works.

indices (pd and sb), the time-related occurrences of seizures
can be determined reliably.

C. PERFORMANCE EVALUATION
In the performance evaluation, a comparative study has been
conducted on the basis of detection accuracy (i.e., correct
rate) with several existing EEG-based seizure detectionworks
and the details have been summarized in Table 5, in which the
first two columns show the works and their applied database,
and the rest presents the number of patients tested, the type of
EEG based on single-channel or multi-channel, the operation
of channel selection, methodology, the related features, and
the seizure detection accuracy correspondingly.

Previously, as the rhythmic time behaviors have not been
considered yet. Hence, the brain rhythm sequencing has been
proposed to fill this gap. Further, via the proposed technique,
the particular brain rhythm which is appropriate to detect the
abnormal seizures can be determined and by focusing on its
changes, the transformations between the seizure/non-seizure
intervals can be identified in detail. Such findings not only
offer insights into the epileptic EEG signals in terms of brain
rhythm activities but also provide a novel way to investigate
the effect of subject-dependent in the seizure. Besides, in the
previous works, the studies by using the Karunya database
are limited and it has not been chosen as the testing database
yet. So, it is applied for experimental verification in this work
and the successful detections for 92 of 93 patients (98.9%)
can be accomplished, which demonstrates that the proposed
technique is reliable for the patients with various ages (from
1 to 84 years) and further, their rhythmic characteristics can
also be extracted for achieving EEG-based seizure detections.

On the other hand, regarding the types of EEG data, for
the studies by single-channel, it is not necessary for them
to select the representative channels because they have not
considered the spaces or locations information. Nonetheless,

for the multi-channel, the channel selection not only reduced
the workload of further analysis but also helps to decrease the
dimensionality so that fewer sensors are required in the real
equipment. As seen, most of the previous works ignored such
selection issues and only focus on detection via developing
special features or classifiers. Additionally, although several
works [46], [47] have performed the selection, they have not
provided the details or results about the selected channels and
meanwhile, the statistical analysis among different patients
was alsomissing. Hence, bymean of the similarity analysis of
the brain rhythm patterns in the proposed sequences, the syn-
chrony of signals has been evaluated and such operation
is helpful for selecting the representatives of each patient.
Besides, based on the representatives from different patients,
a statistical result among 93 patients has also been realized,
where F4, C4, P4, and T4 have been found.

Currently, the deep learning-based methods are popular
for EEG-based seizure detection [46], [47]. In deep learning,
the applied multi-layer neural networks are able to learn the
high-level or most relevant features from the input EEG data
in an incremental manner. Consequently, the advantage of
the deep learning-based method is that it can eliminate the
requirement for significant feature extraction and is superior
to acquire the unsupervised features from the unlabeled EEG.

Certainly, using the neural networks, abnormal seizures
can be detected automatically from the unlabeled EEG with
high accuracy. But in deep learning, the locations of repre-
sentative channels and the particular rhythm patterns related
to the seizure, which are valuable information to study indi-
vidual characteristics of EEG, are not included. So, the brain
rhythm sequencing has been proposed to investigate those
rhythmic characteristics and perform the channel selection
for seizure detection, which has not been discussed in the
previous deep learning-based methods. Besides, deep learn-
ing is proper for the larger data size such as the long hours
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EEG recordings, because the high-dimension data is more
superior for training the neural networks model. However,
when the data size is smaller, deep learning may meet the
challenge to train the model. In this regard, the proposed
technique is suitable to process the small data size since
the EEG signals have been characterized into brain rhythm
sequence data rather than the traditional training and test-
ing for establishing a classification model. Hence, different
approaches can be applied to analyze different data sizes in
EEG-based seizure detection.

V. CONCLUSION
To verify the proposed brain rhythm sequencing technique
and evaluate its performance in the EEG signals analysis,
a case study of seizure detection for 93 patients from the
Karunya database has been implemented. Results show that
the particular rhythm pattern related to abnormal seizure is
subject-dependent and for almost all cases, it is either δ, θ ,
or α. Thus, by focusing on the changes of particular rhythm
via two additional indices, the time-related transformations
between seizure/non-seizure intervals can be determined.
Besides, the representative channels for seizure detection can
be selected based on rhythms synchronization, which also
helps to reduce the number of applied channels. Finally, since
the detection accuracy has been accomplished up to 98.9%,
it can be said that the proposed technique is appropriate for
characterizing EEG and performing seizure detections for
epileptic patients.

On the other hand, the RSPWVD method in TFA has been
adopted in the initial step and since its calculation is relatively
time-consuming, the sequencing for long hours EEG signals
will be challenging. Besides, by developing specific charac-
terizations or extracting significant rhythmic features from
the generated sequences, other EEG-based applications such
as emotion recognition and the fatigue or mental monitoring
will also be studied in the future works.
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