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ABSTRACT This paper concerns the control algorithm oriented to nonparallel-ground-track-imaging for
agile optical satellite. Firstly, for obtaining the desired trajectory, the mapping relationship between the
satellite attitude and the ground stripe is established by using space vector method. According to the mapping
function, an attitude adjustment strategy via constant scanning velocity is proposed. Then, considering the
exact information of the external disturbance cannot be obtained and the input saturation problem, a robust
anti-saturation tracking controller is designed via fixed-time disturbance observer and integral sliding mode.
Finally, the effectiveness of the proposed control algorithm is illustrated by numerical simulation.

INDEX TERMS Agile optical satellite, nonparallel-ground-track-imaging, integral sliding mode, distur-
bance observer, input saturation.

I. INTRODUCTION
With further development of the space remote sensing tech-
nology, the requirement for earth observation is becoming
more and more complex. Agile optical satellite (AOS) has
the characteristics of rapid attitude maneuver, thereby being
widely applied for the earth observation missions [1]–[3].
Compared with general optical satellite, AOS can observe
the ground targets continuously while maneuvering, which
means it can coverage wider area and observe more quantities
of potential targets within a finite observation interval.

Nonparallel-Ground-Track-Imaging (NGTI) is a complex
imaging mode oriented to the ground trajectory which is not
parallel to the sub-satellite line [4]. NGTI has a better effect
on the irregular narrow observation areas, such as the border-
line, the coastline and the seismic belt. Due to imaging for
the ground target dynamically and continuously, the satellite
attitude should be well controlled. To this end, tremendous
control methods were applied in the last decades, involving
the backstepping control [5], [6], the neural-network control
[7]–[11], the adaptive control [12], [13], the event-triggered
control [14], [15] and the sliding mode control [16]–[19].

The associate editor coordinating the review of this manuscript and
approving it for publication was Xiwang Dong.

The external disturbance is an important factor that affects
the satellite control quality thereby affecting the imagery
quality. Controllers developed in a lot of literatures were
effective to solve the control problem on condition that
the exact information of the external disturbance has been
given, however, this situation is not always met. As a result,
manifold adaptive control strategies are established to esti-
mate and compensate the uncertain time-varying disturbances
[5]–[14]. In [5], almost globally fixed-time stabilization could
be obtained via the fuzzy logic based backstepping attitude
tracking control method even under complex external dis-
turbances. As for a single flexible spacecraft, it gave an
ideal solution by virtue of the Chebyshev neural network
in [10], which can reconfigure the control system as exter-
nal disturbances and internal parameters vary. Considering
the wide application of spacecraft formation flying (SFF),
backstepping control methods incorporating the second-order
sliding mode differentiator and command filter was exploited
in [6]. Analogously for the leader-follower satellite formation
task, the reconfiguration algorithm in [11] is developed on
the basis of neural network, where the finite-time stability
could be ensured. Different from the leader follower forma-
tion structure, the distributed formation strategies also play
a significant role due to the advantages of its flexibility and
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fault-tolerant ability. Thus, an attitude coordination control
framework was employed in [7] by utilizing the Chebyshev
neural networks to compensate the time-varying reference.
Furthermore, the modified fast terminal sliding mode has
been applied when there existed system parameter uncertain-
ties and input saturation constraints [8]. However, the unit
quaternion based attitude description in [7], [8] is the main
cause for the unwinding phenomenon, which will lead to
unnecessary fuel consumption. Fortunately, rotation matrix is
the other alternative for attitude description, which will deal
with the unwinding problem properly.

The disturbance observer, which is famous due to its
precise estimation for disturbances, has also been widely
researched in aerospace engineering [20]–[25]. In [20], the
robustness of the spacecraft attitude control system is signif-
icantly enhanced by resorting to a specially designed distur-
bance observer, which can effectively estimate the external
disturbance. As a further technological extension, two distur-
bance observers have been established in [17] and [21] such
that the formation task could be accomplished under seriously
disturbed environment. Considering for the convergence rate,
controllers proposed in [21]–[25] possess finite-time stability.
Especially, methods in [23] is capable of tackling the actuator
fault and the input saturation constraint will not be violated
in [24], [25].

As a matter of fact, input saturation constraints must be
carefully taken into account during the attitude controller
design process, otherwise control system performance will
degrade severely. In real applications, input saturation con-
straint is mainly caused by the physical constraints of the
mechanical components. In [26], Liu et al. conducted a
special exploration on the issue of actuator saturation and
deduced a sample state feedback controller, which tackled
the input magnitude and rate constraints via the linear matrix
inequality method. In [27], the devised control scheme pos-
sesses good robustness against the actuator fault and input
saturation constraints. Though effective, the proposed meth-
ods mentioned above cannot satisfy a prescribed performance
introduced by designers, which will be well solved in [28].

It should be noted that if the ground trajectory is expected
to be tracked exactly by the optical camera, a desired satellite
attitude must be given in advance, that means, a mapping
relationship should be firstly established between the ground
trajectory and the satellite attitude. However, there is lit-
tle research on this aspect. Generally, tracking the ground
trajectory can be realized by merely adjusting the roll-axis
and pitch-axis of the satellite, however, due to the impact
of earth’s rotation, orbital motion and attitude maneuvering,
a drift angle is usually generated which will affect the image
quantity [29]. In [4], Ye et al. proposed a strategy to eliminate
the drift angle by adjusting the yaw-axis, however, the deduc-
tion was not accurate enough.

In summary, the attitude adjustment and control oriented
to NGTI for the AOS is still a challenging problem. Inspired
by the observation summarized above, this paper proposes an

attitude control algorithm oriented to NGTI. To be specific,
the contribution of this paper can be given as follows:

i) A mapping function between the satellite attitude and
the ground trajectory is established by using space vector
method. On this basis, an attitude adjustment strategy via
constant scanning velocity is proposed.

ii) A fixed-time disturbance observer is designed based
on the Gudermannian equation. It is noteworthy that the
disturbance observers in [17]–[19] were asymptotically sta-
ble. Compared with [17]–[19], the convergence time of the
proposed observer could be regulated according to system
demands.

iii) Different from the existing anti-saturation methods in
[26]–[28], an anti-saturation robust tracking controller via
integral sliding mode method is designed in this paper, which
is derived on the basis of the property of hyperbolic tangent
function and Eulerian-Lagrangian system.

The remainder of this paper is given as follows.
In section II, problem description and modelling are pre-
sented. In section III, satellite attitude adjustment strategy for
NGTI is proposed. Section IV is devoted to controller design
and stability analysis. In section V, numerical simulations
are conducted to show the effectiveness of the proposed
algorithm. Finally, it comes to the conclusion of this paper
in section IV.

FIGURE 1. The schematic diagram of NGTI mission. MS-ME represents the
sub-satellite line, B1-B2 and C1-C2 are the ground trajectories.

II. PROBLEM DESCRIPTION AND MODELLING
A. PROBLEM DESCRIPTION
Nonparallel-Ground-Track-Imaging is a dynamic and contin-
uous imaging process oriented to the ground target. As shown
in Fig 1, the trajectory of the ground trajectory is not parallel
to the sub-satellite line which implies the satellite attitude
should be adjusted in real time for tracking the trajectory.

Generally speaking, for an imaging mission, the ground
trajectory is known and its start imaging time and termi-
nate imaging time are also given, but the satellite attitude is
unknown. Thus, the expect attitude should be firstly obtained
according to the trajectory and the imaging time and then
the satellite will be controlled to track the expected attitude
subject to the external disturbance and the input saturation
problem.
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B. DYNAMIC MODEL OF SATELLITE
In this paper, the unit quaternion is suggested to describe
the satellite attitude and for a rigid satellite, the nonlinear
dynamic equation can be expressed as follows.

[
q̇
q̇4

]
=

1
2

[
q4I3×3 + q× q
−qT q4

][
ω

0

]
Jω̇ + ω×Jω = u+ d

(1)

where q = [q1, q2, q3]T is the vector part of the quaternion
and q4 is the scalar part, ω ∈ R3×1 is the attitude angular
rate, J ∈ R3×3 is the moment of inertia, u ∈ R3×1 is the
control torque, d ∈ R3×1 is the disturbance torque.
Remark 1. For any vector v ∈ R3×1, v× denotes the skew

symmetric matrix of v, which can be expressed as

v× =

 0 −v3 v2
v3 0 −v1
−v2 v1 0


The attitude tracking errors are defined as

[
qe
qe4

]
=

[
qd4q− q× − q4qd
qTdq+ q4qd4

]
ωe = ω − Ceωd

(2)

with

Ce = (2q2e4 − 1)I3×3 + 2qeq
T
e − 2qe4q×e

where qd , qd4 and ωd are respectively the desired attitude
quaternion and attitude angular rate.

For conveniently designing the control scheme, in this
paper, we transform the attitude error dynamics of the satellite
into an Eulerian-Lagrangian system as

M(qe)q̈e + C(qe, q̇e)q̇e + g(qe) = G−T(qe) (u+ d) (3)

with

G(qe) =
1
2
(qe4I3×3 + q×e ) (4)

M(qe) = G−TJG−1 (5)

C(qe, q̇e) = −G
−T[(JG−1q̇e)

×
+ (JG−1q̇e)

×]G−1

−G−T[JG−1Ġ+ (JCeωd )×]G−1 (6)

−G−T[J(Ceωd )× + (Ceωd )×J]G−1

g(qe) = (Ceωd )×JCeωd + JCeω̇d (7)

System (3) satisfies some properties [30], which are given
as follows:
Property 1: For any x ∈ R3×1, Ṁ(qe) − 2C(qe, q̇e) is a

skew symmetric matrix, that is, we can obtain

xT
[
Ṁ(qe)− 2C(qe, q̇e)

]
x = 0 (8)

Property 2:M(qe) is a symmetric positive definite matrix.
Property 3: There exists g0 > 0 with satisfying∥∥g(qe)∥∥ ≤ g0 (9)

TABLE 1. Coordinate frames involved.

III. SATELLITE ATTITUDE ADJUSTMENT STRATEGY
In this section, a mapping function between the satellite
attitude and the ground trajectory will be firstly established.
Different from [4], a space vector method is attempted to
build this function, and then, we further proposed an attitude
adjustment strategy via constant scanning velocity. In view
of the vectors having different representations in different
coordinate frames, hence, they should be unified to the same
frame for operation. In this paper, we use the corner marks
i, e, o and b to distinguish the involved coordinate frames,
which are shown as TAB 1.

FIGURE 2. The schematic diagram of the CCD plane. The CCD camera is
installed at the satellite barycenter with its boresight vector being along
the z-axis of the b-frame, the horizontal direction of the CCD plane being
along the x-axis and the vertical direction of the CCD plane being along
the y-axis of b-frame.

A. IMAGE-MOTION VELOCITY AND DRIFT ANGLE
DEFINITION
Ahead of anything else, the concepts of image-motion veloc-
ity and drift angle should be introduced. As shown in Fig 2,
image-motion velocity refers to the projection of the scanning
velocity for the ground trajectory onto the CCD plane. The
drift angle refers to the included angle between the image-
motion velocity vector and the horizontal direction of the lin-
ear array CCD, that is, the xb-axis. Drift angle is an important
factor that affects the imaging quality. Usually, it is expected
to be zero.
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In this section, we define the image-motion velocity vector
onto the CCD plane asVp = [ vpx vpy ]T, thus, the drift angle
can be expressed as

β = arctan
(
vpy
vpx

)
(10)

Obviously, the image motion is related to the dynamic
scanning for the ground trajectory, in another word,
the image-motion velocity is caused by the scanning velocity
of the camera. We define VT as the instantaneous scanning
velocity vector According to the above concept, we have

Vp = −
f
l

[
Vb
T (1) Vb

T (2)
]T

(11)

where f denotes the focal distance of the camera, l is the
distance from satellite to the ground point. Vb

T is the repre-
sentation of VT under b-frame.

B. THE MAPPING RELATIONSHIP BETWEEN THE
GROUND TARGET AND THE SATELLITE ATTITUDE
In this section, we will deduce the satellite attitude while
the camera’s boresight pointing to a specified ground target
instantaneously.
Property 4: rα and rβ are respectively the position vectors

in α-frame and β-frame, Cβα denotes the direction cosine
matrix from α-frame to β-frame and ωαβ denotes the rota-
tional angular rate of β-frame around α-frame, the following
equations as (12)-(15) are found.

Cαβ =
(
Cβα
)−1
=

(
Cαβ
)T
,

∥∥∥Cαβrβ∥∥∥ = ∥∥rβ∥∥ (12)

rβ = Cβαr
α (13)

ṙβ = Cβα ṙ
α
− [ωβαβ ]

×rβ (14)

r̈β = Cβα r̈
α
− 2[ωβαβ ]

×Cβα ṙ
α

+ 2{[ωβαβ ]
×
}
2rβ − [ω̇βαβ ]

×rβ (15)

As shown in Fig 3, the following geometry relationship
should be satisfied

rbst = Cb
er
e
et − C

b
or
o
es ⇔ rest = reet − C

e
or
o
es (16)

where ret is the position vector of the ground point, res is the
satellite position vector and rst is the vector from the satellite
to the ground point.
According to Eqs. (13)-(15), we can deduce that

ṙbst = −[ω
b
eo]
×rbet − [ωbob]

×rbst + C
b
e ṙ
e
et − C

b
oṙ
o
es (17)

r̈bst = −2[ω
b
eb]
×(Cb

e ṙ
e
et )+ 2{[ωbeb]

×
}
2(Cb

er
e
et )

+ 2[ωbob]
×(Cb

oṙ
o
es)− 2{[ωbob]

×
}
2(Cb

or
o
es) (18)

+ (Cb
e r̈
e
et − C

b
or̈
o
es)− [ω̇beo]

×rbet − [ω̇bob]
×rbst

Usually, for ensuring the boresight points to the ground
target and the drift angle being kept to be zero, thus, define
the orthonormal vectors ex , ey, ez with satisfying

ez =
rest
l
, ey =

rest × V
e
T∥∥rest × V e
T

∥∥ , ex =
ey × ez∥∥ey × ez∥∥ (19)

FIGURE 3. The schematic diagram of the space vectors. E is the center of
Earth, S is the barycenter of satellite and T is the ground target pointed
by the boresight vector of the camera.

where ez ensures the boresight points to the ground point, ey
ensures the drift angle being zero and ex satisfies the right
hand principle. Thus, the following equation will be found.

I3×3 = Cb
oC

o
i C

i
e[ ex ey ez ]

⇒ Cb
o = [ ex ey ez ]TCe

iC
i
o

(20)

According to the description of TABLE 2, it is easy to
obtain the following representations of the vectors.

roes =
[
0 0 −r

]T
, rbst =

[
0 0 l

]T
ωoio =

[
0 −ωo 0

]T
, ωeie =

[
0 0 ωie

]T
where r is the distance for the center of Earth to the satellite,
ωo is the orbital angular rate and ωie is the rotation angular
rate of Earth.

With Eq. (16), we also can deduce that

l =
∥∥∥rbst∥∥∥ = √∥∥reet∥∥2 + ∥∥roes∥∥2 − 2(roes)TC

o
er
e
et (21)

Ce
i and C

i
o can be determined by using Eqs. (22)-(23).

Ce
i =

 cG sG 0
−sG cG 0
0 0 1

 (22)

C i
o =

 sθ 0 cθ
0 1 0
−cθ 0 sθ

 1 0 0
0 si −ci
0 ci si

 c� s� 0
−s� c� 0
0 0 1


(23)

whereG is the true sidereal hour angle, θ is the orbital latitude
argument, i is the orbital inclination and� is the RAAN. The
symbol c denotes cos and s denotes sin.

Then, we will deduce the expression of ωbob.Firstly, with
the constraint β = 0, that is, Vb

T (2) = 0. Let

V e
T = ṙeet , AeT = r̈eet , dAeT =

...
r eet
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thereby the first and second components of ωbob can be deter-
mined by using Eqs. (17), (20) and (21).[

ωbob (1)
ωbob (2)

]
=

1
l

[
Vb

1 (2)+ C13r
Vb
T (1)− V

b
1 (1)− C13r

]
(24)

where Cij = Cb
o (i, j) and V1 is defined as V1 = [ωeo]×ret .

Furthermore, because V̇
b
T (2) = 0 also holds, take the

derivation of Vb
T , we can deduce that

V̇
b
T = Cb

eA
e
T − [ωbeb]

×Vb
T

⇒ ωbob (3) =
AbT (1)− A

b
1 (2)+ ω

b
ob (1)V

b
T (3)

Vb
T (1)

(25)

where A1 is defined as A1 = [ωeo]×VT .
ω̇bob also can be obtained with the similarly way, which is

expressed as follows.

ω̇bob =


−
Ab2 (2)+ A

b
3 (2)+ A

b
T (2)

l
Ab2 (1)+ A

b
3 (1)+ A

b
T (1)

l
dAbT (2)+ ω̇

b
ob (1)V

b
T (3)+ χ

b
1 (2)− χ

b
2 (2)

Vb
T (1)


(26)

with

A2 = 2{[ωeb]×}2ret − 2[ωeb]×VT

A3 = −2
ṙ
r
[ωob]×res − 2{[ωob]×}2res

χ1 = −2[ωeb]
×AT + 2{[ωeb]×}2VT

χ2 = [ωio × ωie + ωob × ωie + ωio × ωob]×VT

Remark 2: It is worth to note that, ω̇o and r̈ are regard as
constants, so that, ω̇bob can be deduced as Eq. (26). Because
the values of r ,ωo,G, θ , i,� can be determined if the moment
t is given, thus, Cb

o, ω
b
ob and ω̇

b
ob are the functions depend on

reet , V
e
T , A

e
T and dAeT , which will be deduced in next section.

Co
b (t) → f :

(
reet ,V

e
T , t

)
ωbob (t) → g :

(
reet ,V

e
T ,A

e
T , t

)
ω̇bob (t) → h :

(
reet ,V

e
T ,A

e
T , dA

e
T , t

)
(27)

Here, let ωd = ωbob, the desired satellite attitude can be
obtained by using the following formulas.

q4d =
1
2

√√√√1+
3∑
i=1

Cii, qd =
1

4q4d

C23 − C32
C31 − C13
C12 − C23


q̇d = G

(
qd
)
ωd , q̇4d = −

1
2
q̇Tdωd

q̈d = G
(
qd
)
ω̇d + G

(
q̇d
)
ωd

q̈4d = −
1
2
q̈Tdωd −

1
2
q̇Td ω̇d (28)

Remark 3: For validating the solved qd and ωd satisfy the
kinematic relation, we discretize qd and fit it by using the

following n-order polynomial

q̄d,k =
n∑
i=0

aik t i, k = 1, 2, 3, 4, n ≥ 2

where the weights aik can be solved by using the polyfit
function in Matlab. Take the derivation of q̄d,k and we get

˙̄qd,k =
n∑
i=1

iaik t i−1

Define δq̇d as

δq̇d = ˙̄qd −
[
q̇d
q̇4d

]
(29)

where δq̇d should be zeros in theory.

C. CONTINUOUS SATELLITE ATTITUDE ADJUSTMENT VIA
CONSTANT SCANNING VELOCITY
In this section, for simplifying the model, we assume that the
ground trajectory is a great circle route on the earth surface.
The start and terminate imaging point are respectively defined
as (L1, B1) and (L2, B2) where L and B denote the geographic
longitude and latitude respectively. Define Vscan as the scan-
ning velocity which is set as a constant in this paper. If the
imaging interval [t1, t2] has been known, for any t ∈ [t1, t2],
we have 

(
reet
)T
η1 = Re cos[

Vscan
Re

(t − t1)](
reet
)T η1 × η2∥∥η1 × η2∥∥ = 0,

∥∥reet∥∥ = Re
(30)

where η1,2 = [ cL1,2cB1,2 sL1,2cB1,2 sB1,2 ]
T and Re is the earth

radius.
By using Eq. (30), the values of reet at t moment can be

solved, and then, we also can obtain the scanning velocity
vector and its derivation under e-frame at t moment, which
are as follows 

V e
T =

Vscan
Re

e$ × reet

AeT = −
(
Vscan
Re

)2

reet

dAeT = −
(
Vscan
Re

)2

V e
T

(31)

Substitute Eq. (31) into Eqs. (20) and (24)-(26), the desired
attitude trajectory can be finally solved.

IV. THE TRACKING CONTROLLER DESIGN
In this section, a feedback tracking control scheme is
designed to track the desired attitude.

A. PRELIMINARIES
Definition 1: ∀x ∈ Rn×1, we define

sigα(x) = [sign(x1) |x1|α , · · · , sign(xn) |xn|α]T (32)

sign(x) = [sign(x1), · · · , sign(xn)]T (33)
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where sign(·) and tanh(·) are respectively defined as

sign(xi) =


1, xi > 0
0, xi = 0
−1, xi < 0

(34)

tanh(xi) =
2exi + 1
2exi − 1

(35)

Lemma 1 ([31]): ∀ξ ∈ R and −∞ < ξ <∞, then,

−
π

2
< gd(ξ ) <

π

2
where gd(ξ ) is the Gudermannian equation with following
expression

gd(ξ ) =

ξ∫
0

1
cosh(υ)

dυ (36)

Lemma 2 ([32]): Assume that f (t) : [0,∞)→ R is first-
order continuously differentiable, if

∫
+∞

0 f (t) dt is existing
and finite, then lim

t→∞
f (t) = 0.

Assumption 1: The external disturbance satisfies ‖d‖ ≤ D
and D is a known bounded constant.
Control Objective: The control objective in this paper can

be described as: Given the desired trajectory qd , ωd and
ω̇d , with Assumption 1, the system (1) can track them via a
bounded control input, that is

lim
t→∞

(q, q4,ω) =
(
qd , q4d ,ωd

)
(37)

B. THE DISTURBANCE OBSERVER DESIGN
For improving the tracking accuracy, the disturbance torque
should be dealt with reasonably. In this section, we consider
that the disturbance torque is time-varying and a fixed-time
disturbance observer is designed for estimating the distur-
bance torque.

With Assumption 1, the disturbance observer is designed
as {

x = ω + z
Jż = ω×Jω − u− JH(x)

(38)

with

H (x) = k1sign(x)+
k2

21−η
cosh

(
xTx
2

)η
sig1−2η (x)

where k1 > λ−1minD, λmin is the minimum eigenvalue of J,
k2 > 0 and 0 < η < 0.5.
Remark 4: For the termH(x), the variable x is an auxiliary

variable and it has no physical meaning. The function H(x)
is introduced to estimate the external disturbance and it is
bounded with satisfying

‖H (x)‖ ≤
√
3
(
k1 +

k2
21−η

)
(39)

Theorem 1: Given the disturbance observer (38), the exter-
nal disturbance torque d can be consistently estimated by

the term JH(x) within a fixed time T2 which satisfies the
following equation

T2 =
π

2k2η
(40)

Proof: For proving Theorem 1, we select the following
Lyapunov function

V1 =
1
2
xTx

Obviously, Eq. (1) can be rewritten to following expression

u = Jω̇ + ω×Jω − d (41)

Then, take the derivation of V1 and in combination with
Eqs. (38) and (41), we can obtain that

V̇1 = xTẋ

= xT(ω̇ + ż)

= xTJ−1d − xTH(x)

= xTJ−1d − k1
3∑
i=1

xisign(xi)

−
k2

21−η
cosh

(
xTx
2

)η 3∑
i=1

xisign(xi) |xi|1−2η (42)

According to Assumption 1, J−1d ≤ λ−1minD always holds,
thus, Eq. (42) can be further deduced as

V̇1 ≤ λ
−1
4 D ‖x‖ − k1 ‖x‖

−
k2

21−η
cosh

(
xTx
2

)η 3∑
i=1

xisign (xi) |xi|1−2η

= −

(
k1 − λ

−1
minD

)
‖x‖ − k2 cosh

(
V η1
)
V 1−η
1

≤ −k2V
1−η
1 cosh

(
V η1
)

≤ 0 (43)

Eq. (43) can be rewritten into

dV1

cosh
(
V η1
)
V 1−η
1

≤ −k2dt (44)

Take the integration of Eq. (44), we obtain that∫ V η1 (t)

0

1
cosh(δ)

dδ ≤ −k2ηt +
∫ V η1 (0)

0

1
cosh(δ)

dδ (45)

From Eq. (43), we know that the Lyapunov function V1 is
monotonically decreasing, that is,∫ V η1 (t)

0

1
cosh(δ)

dδ = 0

when and only when

−k2ηt +
∫ V η1 (0)

0

1
cosh(δ)

dδ = 0
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Thus, the state variable x will converge to a small region in
T1 and T1 satisfies that

T1 =
1
k2η

∫ V η1 (0)

0

1
cosh(δ)

dδ (46)

According to Lemma 1, we have T1 ≤ (2k2η)−1π = T2, that
is, the convergence time is independent of the initial values
of the system states, which means the proposed observer (38)
is fixed-time stable with

lim
t≥T2

d(t) = JH(x) (47)

Thus, Theorem 1 has been proved.

C. THE TRACKING CONTROLLER DESIGN
In this section, a tracking controller will be designed for
tracking the desired trajectory. Firstly, an integral sliding
mode surface [30] is given as follows

S = q̇e +
∫ t

0
M−1(qe)C(qe, q̇e)ėdt

+

∫ t

0
M−1(qe)[k3tanh(λqe)+ k4tanh(λq̇e)]dt (48)

where λ, k3 and k4 are positive constants.
With the sliding mode surface (48), an anti-saturation

robust attitude tracking control scheme is given as follows

u = GT(qe)g(qe)− G
T(qe)[k5sign(M

−T(qe)S)]

−GT(qe)[k3tanh(λqe)+ k4tanh(λė)]− d̂ (49)

where k5 is positive constant and d̂ = JH(x).
Remark 5: According to the conclusion of Theorem 1,

JH(x) can track the external disturbance within a fixed time,
hence, we introduce the term d̂ in the control scheme in the
system (3) to estimate the external disturbance d.
Theorem 2: For the system (1), under Assumption 1,

the control objective (37) can be realized with the integral
sliding mode surface (48) and the robust anti-saturation con-
trol scheme (49).

Proof: For proving Theorem 2, three steps i), ii) and iii)
will be included and the proof process is given as follows.

i) Firstly, we validate the stability of S. Here, the following
Lyapunov function V2 is selected.

V2 =
1
2
STS

According to Eq. (3), we can obtain that

q̈e = −M
−1(qe)C(qe, q̇e)q̇e
+M−1(qe)G

−T(qe)(u+ d)−M
−1(qe)g(qe) (50)

Take the derivation of V2 and utilizing Eqs. (49)-(50), V̇2
can be deduced as follows.

V̇2 = STṠ

= STq̈e + S
TM−1Cq̇e

+STM−1[k3tanh(λqe)+ k4tanh(λq̇e)]

= −STM−1g+ STM−1G−T(u+ d)

+STM−1[k3tanh(λqe)+ k4tanh(λq̇e)]

= −STM−1G−T[d − JH(x)]

−STM−1[k5sign(M−TS)] (51)

By using Theorem 1, d−JH(x) can converge to zeros while
T ≥ T2. On this basis, Eq. (51) can be further deduced as

V̇2 = −k5STM−1sign(M−TS)

= −k5
2∑
i=1

[M−1ST]isign([M−1ST]i)

= −k5
∥∥∥M−1ST∥∥∥

≤ 0 (52)

Utilizing the Lyapunov stability criterion, step i) has been
proved.
ii) Secondly, we validate that qe and q̇e converge to zeros

asymptotically. Define the following Lyapunov function

V3 =
3∑
i=1

∫ qei

0
k3tanh(λqei)dqei +

1
2
ėTM(q)q̇e (53)

Take the derivation of Eq. (53), we obtain that

V̇3 =
3∑
i=1

k3tanh(λqei)q̇ei +
1
2
q̇Te Ṁ q̇e + ė

TMq̈e (54)

With the conclusion of i), we can get S will converge to
zeros asymptotically, that is, S ≡ 0 always holds over time,
which implies

ë = −M−1C(qe, q̇e)q̇e
+M−1[k3tanh(λqe)+ k4tanh(λq̇e)]q̇e (55)

Substitute Eq. (55) into Eq. (54), we get

V̇3 =
3∑
i=1

k3tanh(λqei)q̇ei

+
1
2
q̇Te Ṁq̇e − q̇

T
eCq̇e

− q̇Te [k3tanh(λqe)+ k4tanh(λq̇e)] (56)

By using Properties 1, Eq. (56) can be further deduced as

V̇3 =
3∑
i=1

k3 tanh(λqei)q̇ei − k3q̇Te tanh(λqe)

+
1
2
ėT(Ṁ − 2C)ė−

3∑
i=1

k4 tanh(λq̇ei)q̇ei

= −

3∑
i=1

k4 tanh(λq̇ei)q̇ei

≤ −k4
∥∥q̇e∥∥

≤ 0 (57)

According to Lemma 2(Barbalat lemma), qe and q̇e converge
to zeros asymptotically.
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With the constraint qTe qe+q
2
e4 = 1, we have lim

t→∞
qe4 = 1.

According to the quaternion multiplication, we can get

lim
t→∞

(q, q4) =
(
qd , q4d

)
(58)

By using Eq. (2), we also can get

lim
t→∞

ω = lim
t→∞

[G−1(qe)q̇e + Ceωd ] = ωd (59)

Thus, step ii) has been proved.
iii) Finally, we will analyze the saturation of u. With the

constraint qTe qe + q2e4 = 1, we know that
∥∥qe∥∥ ≤ 1, hence,

we have ∥∥G(qe)∥∥ ≤ 3
2

(60)

According to Eq. (39) and Property 3, it can be deduced that
the control input u is bounded with satisfying

‖u‖ ≤
∥∥∥GT

∥∥∥ ∥∥k3tanh(λqe)+ k4tanh(λė)∥∥
+

∥∥∥GT
∥∥∥ ∥∥∥k5sign(M−TS)∥∥∥+ ‖JH(x)‖ +

∥∥∥GT
∥∥∥ ‖g‖

≤
3
2

√
3

5∑
i=3

ki +
√
3λmax

(
k1+

k2
21−η

)
+
3
2
g0 (61)

where λmax is the maximum eigenvalue of J. According to
Eq. (7), we get

‖g‖ ≤
∥∥(Ceωd )×JCeωd

∥∥+ ‖JCeω̇d‖

≤ λmax ‖ωd‖
2
max + λmax ‖ω̇d‖max = g0 (62)

In this paper, ωd and ω̇d is obviously bounded.
In conclusion, according to steps i) - iii), Theorem 2 has

been proved.

V. SIMULATION RESULTS
For validating the effectiveness of the proposed attitude
adjustment strategy and the designed tracking controller,
a numerical simulation will be carried on in this section.

TABLE 2. Initial parameters of the satellite orbit.

A. SIMULATIONS FOR THE DESIRED TRAJECTORY
The simulation parameters are selected as TAB 2 and TAB 3.
TAB 2 shows the initial orbit parameters and the observation
mission is selected as the east coast of the United States,
which is decomposed three line stripes as TAB3. The imaging

TABLE 3. Parameters of the stripes.

FIGURE 4. The curves of qd from S1 to S3.

FIGURE 5. The curves of ωd from S1 to S3.

interval is also given in TAB 3. It should be noted that, t1 and
t2 are relative to theOrbit Epoch. The initial instant of the sim-
ulation is set as t0 = 42168s (11 Jul 2019 15:42:48 UTCG),
which is 20.0s ahead of the beginning imaging time.

The curves of qd , ωd and ω̇d for the given stripes are
presented in Figs 4-6.

For validating the solved desired trajectory satisfying the
kinematic relation, the curves of δq̇d with Eq. (30) are given
as Fig 7, fromwhichwe can see that the errors are respectively
limited in about 6e-5, thus, it can be concluded that the solved
desired trajectory satisfy the kinematic relation. That is to
say, the attitude adjustment strategy proposed in Section III
is mathematically rigorous. With similar method, we also can
validate the kinematic relation between ωd and ω̇d .

B. SIMULATIONS FOR THE OBSERVER AND THE
CONTROLLER
In this section, we will validate the disturbance observer
(38) and the control scheme (48)-(49). Here, we select the
stripe S1 as the tracking object, the desired attitude can be
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FIGURE 6. The curves of ω̇d from S1 to S3.

FIGURE 7. The curves of δq̇d with Eq. (29).

expressed as

[qd ,ωd , ω̇d ](1t) =

{
[qd ,ωd , ω̇d ](t1), t ∈ [t0, t1]
[qd ,ωd , ω̇d ](t), t ∈ (t1, t2]

where 1t = t − t0. The satellite initial states are set as

q(0) = [−0.3 0.2 0.3]T , q4(0) = 0.8832

ω(0) =
[
0.1 0 −0.1

]T rad/s
The satellite moment of inertia is set as

J = diag(10, 8.5, 7.5)kg ·m2

The disturbance torque is set as

d =

−0.2 sin(0.11t)0.2 sin(0.21t)
0.5 sin(0.21t)

N ·m

The controller parameters are selected as

k1 = 0.5, k2 = 0.8, η = 0.3

k3 = 3, k4 = 2, k5 = 0.2, λ = 100

Fig 8 shows the curves of the observed values for the
disturbance torque, from which we can see that the dis-
turbance torque can be tracked completely by the observer
within about 1.7s. According to Eq. (40), we can calculate
that T2 = 2.62s>1.7s. Hence, the proposed fixed-time

FIGURE 8. Observation of external disturbances with observer (38). d̂ is
the observed values for the disturbance torque.

FIGURE 9. Observation of external disturbances with finite-time
disturbance observer in [21].

FIGURE 10. The curves of q and qd .

disturbance observer is theoretically credible. For show-
ing the superiority of the observer in this paper, we make
a comparison with the disturbance observer proposed in
[21], which is proved to be finite-time stable. The param-
eters of this observer are selected from [21] and the sim-
ulation result is shown in Fig 9, from which, we can
see that it takes about 2.7s for the observer to track the
external disturbance exactly. In addition, for achieving the
observer’s performance, 5 parameters are required to select
and for the observer (38), merely 3 parameters are required,
correspondingly.
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FIGURE 11. The curves of ω and ωd .

FIGURE 12. The curves of the control torque u.

FIGURE 13. The desired trajectory presentation of the stripes in STK.

Figs. 10-11 respectively show the curves of q and ω, from
which we can see that it takes about 15.8s for the satellite
attitude tracking exactly the desired trajectory. That is to say,
the attitude has been adjusted correctly before the satellite
starting imaging for the ground target.

In addition, from Figs. 5-6, we can obtain that

‖ωd‖ ≤ 0.01109rad/s, ‖ω̇d‖ ≤ 0.0001154rad/s2

By using Eqs. (61)-(62), the upper boundary of the control
torque is about 30.7N ·m. The curves of the control torque is
shown in Fig 12, fromwhichwe can see that the actual control
torque is far less than the expected saturation boundary. Thus,

FIGURE 14. The scanning trajectory presentation for Stripe 1.

FIGURE 15. The scanning trajectory presentation for Stripe 2.

FIGURE 16. The scanning trajectory presentation for Stripe 3.

we can conclude that the anti-saturation controller proposed
in this paper is effective.

C. 3D GRAPHICS PRESENTATION WITH STK
For further validating the control algorithm, we utilize the
System Tool Kit (STK) software to present the actual imaging
effect, which are shown in Figs 13-16. Fig 13 shows the
desired trajectory of the stripes in STK and Figs 14-16 are
respectively the scanning trajectories for S1 ∼ S3, fromwhich
we can see that:

i) The desired trajectories are coved well by the optical
camera.

ii) The direction of the trajectories are roughly parallel to
the horizontal direction of the CCD.
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Thus, it can be concluded that the attitude adjustment
strategy and the control scheme proposed in this paper are
proved to be effective for the NGTI mission.

VI. CONCLUSION
Oriented to nonparallel-ground-track imaging of the agile
optical satellite, an attitude adjustment strategy is proposed
and a robust tracking controller subject to input satura-
tion is designed in this paper. To be specific, the mapping
function between the satellite attitude and the ground tra-
jectory is firstly deduced by using space vector method.
On this basis, an attitude adjustment strategy via con-
stant scanning velocity is proposed, meanwhile, the drift
angle of the camera can be eliminated with this strategy.
Considering that the exact information of the external dis-
turbance cannot be obtained and the input saturation prob-
lem, a fixed-time disturbance observer is designed based
on the Gudermannian equation and then an anti-saturation
robust control scheme via integral sliding mode is introduced.
Finally, with the simulation analysis, the external disturbance
can be quickly estimated by the disturbance observer and the
desired attitude can be tracked exactly during the imaging
process.

However, there also exists some shortcomings in this
paper:

i) The stripes are rectilinear and the scanning velocity is
constant in this paper. In fact, imaging mission could orient to
a curvilinear stripe and the scanning velocity is not necessar-
ily constant, which can be determined by using the nonlinear
programming method according to the specified performance
index. Due to limited space, this problem isn’t discussed by
this paper.

ii) In this paper, although the disturbance observer has been
proved fixed-time stable, the tracking controller is asymptot-
ically stable, which can be further improved in the future.
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