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ABSTRACT With the advent of modern techniques, there has been an increase in mobile devices with
powerful functions. This study aims to utilize application software instead of hardware equipment to alter
the sound of electric musical instruments by developing the functions of audio effect units on a mobile
device. The built-in software audio effects include dynamic effects, delay effects, mixing, and equalization.
Multichannel audio signal processing is proposed to enhance sound externalization. The listening tests
indicate that the sound effects together with a quadraphonic system produce superior special effects and
spatial audio than conventional effect units. Additionally, a denoiser is proposed for noise reduction, which
is a function especially helpful for singers performing on busy streets. The customization in the module is
achieved by a personal voice preprocessing system. A dual-filter function was utilized for the denoiser to
adjust to different environments. The objective performance measurements demonstrate that the proposed
denoiser outperforms the state-of-the-art methods. A hardware audio interface serving as the connection
between a mobile device and an electric instrument, such as an electric guitar, electric piano, or electric
bass, was also built, providing impedance matching and voltage balance. The proposed interface transfers
the electric instrument signal into a 3.5-mm jack in a smartphone or tablet. The developed audio interface is
light and low-noise and can operate without being connected to an external power supply, thereby making
it suitable for street musicians. The experiments validate the feasibility of using the proposed circuit for

real-time audio signal conversion.

INDEX TERMS Audio effects, electric bass, electric guitar, multichannel audio, noise reduction.

I. INTRODUCTION

On a busy street, there are often buskers performing. Street
singers are street performance artists who perform by singing
and playing musical instruments. If they play and sing
on their own, a piano or a guitar is usually the favorite
instrument. Compared with a piano, a guitar has better
mobility, which is essential in street performance. How-
ever, even if the performers accompany themselves on the
guitar with effect units, direct interface units, amplifiers,
and loudspeakers, much equipment that street musicians use
is inconvenient, especially in changeable weather. In this
work, immigrating software sound effects into a tablet, smart-
phone, or notebook, thereby reducing the weight of profes-
sional audio equipment, is proposed. In addition, an audio
interface providing a connection between an electric instru-
ment and a mobile device was developed. The proposed
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system showed better audio quality than commercial
products.

In the early stages, sound effect units were normally
implemented by analog circuits. With the advent of dig-
ital techniques, a digital signal processor (DSP) or a
field-programmable gate array (FPGA) provided sound
engineers with another choice. Ling et al. [1] implemented
special sound effects on a DSP, including reverberation by
a first-order infinite impulse response (IIR) filter and pitch
control by frequency shifting. Byun et al. [2] designed sound
effects on both a DSP and an FPGA, achieving a system
on a chip. Whereas most sound effects were implemented
on a DSP chip, equalization was implemented on FPGA
hardware since the equalizer required a large amount of com-
putational power. Liu et al. [3] proposed a low-power FPGA-
based structure for delay effects. Mohamadi [4] designed
an audio system on a sound card paired with a com-
puter. Although several reports on designs of the system
using digital circuits have been published, there have been
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FIGURE 1. Connecting the wires of the proposed system.

few studies of software-based implementations. Whereas
Anghelescu et al. [5] used the C# language to develop spe-
cial sound systems on a desktop, an audio system for
mobile devices was designed in this study. Moreover, unlike
Anghelescu et al. [5], who applied an existing software
library, multichannel sound effects and a denoiser with data
preprocessing algorithms, which are rarely found in existing
sound effects, were invented in the present work. An example
of the system layout is illustrated in Fig. 1. An electric guitar
is connected to the developed audio interface for transfer-
ring the signal to a mobile device. The proposed software
audio units on the mobile device alter the sound with special
effects and subsequently transmit it to a loudspeaker via the
audio interface. The proposed audio units can also transmit
the sound to a loudspeaker array by utilizing a multichan-
nel sound card, thereby creating an all-enveloping sound
experience.

The remainder of this paper is organized as follows.
Section II introduces the proposed sound effects and the
conventional effect units. A user-friendly graphical user inter-
face (GUI) is used for improving the dynamic effects. Multi-
channel surround sound is employed for the delay effects to
enhance auditory spatial perception. The proposed mixer pro-
vides fine frequency resolution and a wide range of listening
environments. The denoiser is proposed to improve the vocal
quality. Section III presents the circuit design of the proposed
audio amplifier that converts a high-impedance audio signal
to a low-impedance one. Objective and subjective tests for
the proposed sound effects and audio amplifier are provided
in Section IV, and the conclusions and directions for future
work are presented in Section V.

Il. EFFECT UNITS

Street singers and audio engineers use effect units during
live performances and in the studio, respectively. Although
effect units typically accompany the electric guitar, electronic
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keyboard, electric piano, and electric bass, effects can also
be used with acoustic instruments, such as drums and vocals,
in unplugged live performances.

Analog electronics are still used for special sound effects
nowadays, but digital equivalents have become far more com-
mon. Even if the effect units are digitalized, street musicians
have to bring many effect boxes, such as stompboxes, rack-
mounts, and tabletop units, to a live show. This is especially
inconvenient for a single street musician. Therefore, the use
of software instead of hardware is proposed. A few of the
most popular types of effect unit were expended and modified
in this work so that the treated sound can be more special
and spatial than that of a conventional effect unit. A denoiser,
which is not standard equipment in an effect rack, was also
built. All the proposed effect units were designed using soft-
ware plug-ins for laptops and mobile applications for mobile
devices such as smartphones and tablets.

A. DYNAMIC EFFECTS

The dynamic effect only affects the gain or the volume of
the sound. The most common dynamic effects are com-
pressors and limiters. A compressor does not change the
loudness of the sound when the input volume is less than
a user-defined threshold. If the input volume exceeds the
threshold, the input signal is attenuated to a lesser degree,
compressing the dynamic range of a signal, as shown in
Fig. 2a. When the input volume exceeds the threshold, the
limiter makes the output level equal to the threshold, as shown
in Fig. 2a. When dynamic effects are used on vocal tracks,
the voice maintains a more consistent level. For guitar tracks,
dynamic effects prevent an excessively loud sound when
the guitar is violently strummed. In traditional stompboxes,
guitar players adjust the threshold and dynamic range by
means of push knobs, a design which is not user-friendly nor
intuitive for novices. In the GUI presented, the relationship
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FIGURE 2. Dynamic effects including: (a) compressor and limiter.
(b) Screenshot of dynamic effects in the proposed system.
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between the output level and the input level is plotted on
a screen, as shown in Fig. 2b, to make the adjustment
more understandable. In the proposed system design,
the threshold can be automatically adjusted. The user
recorded a vocal piece for the system to calculate the decibel
level. To avoid a masking effect, the threshold of a musical
instrument is 3 dB lower than the voice level.

B. DELAY EFFECTS

A crude echo effect is composed of a time-delayed and
attenuated input signal which is added to the original one.
The simple echo effect does not generate a convincing sense
that the audio was actually recorded in a real room with
real echoes. Since there is normally more than one reflective
surface in a real room, multiple echoes with different time
delays can be perceived.

A more elaborate reverberation effect was therefore built.
One way to implement realistic reverberation is to measure
the impulse response of the space in the actual recording
environment. However, it is inconvenient for most people to
prepare the equipment and measure the impulse response of
all the rooms or buildings they want to simulate. A more
economical method of creating a reverberation effect can be
through the use of an IIR filter [1] producing multiple delayed
and fading replicas of the input signal.

In the proposed design, a room model is used to achieve a
more realistic reverberation and can also be applied to a mul-
tichannel surround-sound system. The model is based on the
image-source method [6], [7]. By adjusting the parameters,
the effect unit can be easily reconfigured to simulate rooms
of different sizes.

To render a full two-dimensional acoustic space for mul-
tiple listening positions, more than two loudspeakers are
required. Quadraphonic audio was probably the earliest con-
sumer product in surround sound, and the loudspeaker layout
is simpler than the modern 5.1 or 7.1 home theater. Because
of its convenience for street singers, a four-loudspeaker array
was chosen to construct the room model and to improve
the multichannel customer experience. There were several
audio formats, such as discrete formats and matrix formats,
developed for quadraphonic sound in 1970s [8]. In the perfor-
mance scene, it is rarely easy to place loudspeakers in a rigid
arrangement. Hence, Ambisonics, proposed by Gerzon [9],
can be a suitable audio format for street singers owing to its
flexibility of loudspeaker configuration.

A sound source U can be positioned anywhere in the
two-dimensional space, as shown in Fig. 3. The Ambisonic
signals associated with the location of U are generated by the
following encoding equations:

W =U-0.7071, (1)
X = U - cosb, ()

and
Y =U - sinf. 3)
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FIGURE 3. Screenshot of delay effects including echo, reverberation, and
the proposed room model.

According to Ambisonics, the loudspeaker feed by is
expressed as

1 1
bp=- |:W (—) +X (cost)+Y (sinﬁk)] k=1,2,3,4

4 V2
“)
where 9 denotes the position of the k™ loudspeaker. If the
loudspeaker array is in a square, 91 = 45°, ¥, = 135°,

¥3 = 225° and ¥4 = 315°. The design flow is shown in
Fig. 4. The sound source U might be the vocal or signal from
an instrument, and the room model calculates the delay and
decay (Delay; and G;) of the real source and the mirror source.
The angle of the real source and the mirror source were
encoded in Ambisonic signals by (1), (2), and (3). They are
summed up to obtain the encoded components. Finally, (4) is
used to render the sound field by a quadraphonic loudspeaker
array.

When a mobile device is used, only a stereo output is avail-
able. If one wants to build a quadraphonic array, C-format
(UHJ format) can be used. First, the W, X, and Y components
are encoded into S and D components, as shown in

S =0.9396926W + 0.1855740X, 5)
and
D =j(—0.3420201W + 0.5098604X) +0.6554516Y (6)

where j is a +7 phase shift. Then, the left channel LC, and
the right channel RC; are used in stereo format to transmit the
sum and difference of the S and D channels as presented in

LCSZ(S+D), N
2
and
RC, = & - D) @®)

Originally, it is necessary to use three channels to transmit
the W, X, and Y components, and those components can be
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FIGURE 4. Room model with the first-order Ambisonic encoder. The
number of mirror images is /. The angles inside the trigonometric
functions depend on the positions of a real source and mirror sources.

encoded into two channels after using C-format. The first step
of the decoding process is to extract the S and D components
from the stereo audio, as shown in

S =LC, + RC;,, ©)
and
D = LC,; — RC;, (10)

and the reconstructed W, X, and Y components are

W = 0.982S +j(0.164D), (11)

X = 0.419S — j(0.828D), (12)
and

Y =0.763D + j(0.385S), (13)

where W/, X/, and Y are used to indicate that the components
cannot be perfectly reconstructed. The 47 phase shifter was
developed according to the previous work [10] by using the
discrete-time Hilbert transform design. The mobile device
and the four loudspeakers were connected by using a mul-
tichannel sound card, as shown in Fig. 5.

C. MIXER

The main purpose of a mixer is to add multiple signals
together. However, before signal mixture, the sound in each
audio channel can be independently modified. Fig. 6 shows
the block diagram of a three-channel mixer. The signal path
from each of the inputs enables the performer not only to vary
the volume of each ingredient of the final stereo mix by a
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FIGURE 7. Scr hot of the proposed software mixer.

fader but also to modify its tonal color by equalization and its
stereo image position by a pan control. A screenshot of the
software mixer is shown in Fig. 7.

Equalization effects were developed to modify the fre-
quency components of the input signals. An example found in
many high-end audio systems is a loudspeaker crossover. It is
a three-band equalization section, splitting an audio feed into
high-, mid-, and low-frequency components separately routed
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to tweeters, midranges, and woofers [11]. The equalizer can
also compensate for a distorted signal [12]. In the proposed
system, more-precise control of equalization parameters was
designed. Using 11 frequency bands makes a much-finer
control of the overall frequency response possible. Each fre-
quency band can be amplified or attenuated as desired.

Unlike the conventional filterbank composed solely of
band-pass filters, the proposed equalizer contains a low-pass
filter, a high-pass filter, and nine band-pass filters. The digital
filters in this study were derived from a hybrid method [13]
which combines the use of a bilinear transformation and
the pole-zero placement techniques and employs a maxi-
mum point normalization (MPN) method, to develop a sim-
ple design procedure. The coefficients of the filter transfer
functions designed by the proposed method are identical to
those obtained by the bilinear transformation. However, the
proposed algorithm based on designing the 3-dB frequencies
is simpler than the conventional method, based on design-
ing the stopband and passband frequencies, in the previous
research [14]. Unlike the pole-zero placement technique in
previous works [15], [16], the proposed procedure is compat-
ible with higher-order digital filter design.

Suppose that an LM-order digital filter is in the form

B(z) ,
H(z)=G—— =GH (z), (14)
A(2)

where G is a gain factor, B(z) is the numerator, and A(z) is the
denominator. If the denominator is for a low-pass filter or a
high-pass filter, it can be expressed as

Az) = (1 + amZ”) (1 +anz '+ 312Z72)
. (1 fanz !+ ajzz_2> . (15)
where J is the largest integer not greater than L /2 and

1—(=DEfQy—1

fr— ) 16
aon 2 Qo+l (16)
2(22-1)
ajy = 0 5 (17)
1 —2Qg cos O + 25
and
1 4+ 290 cos ©; + 2
aip = —— 9, (18)
1 —2Qq cos O; +
in which
L+2i—1
@ LA bT s (19)

2L
Assuming that the 3-dB cutoff frequency is f. and the sam-

pling rate is f;, then
Qo = tan (”f—ﬁ> . (20)

S

The numerator B(z) is (1+z_1)L for a low-pass filter and
(I—Z_I)L for a high-pass filter.
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In terms of digital band-pass filters, the general form of the
denominator is

A(z) = (1 +agz” ' + 302272) (1 +apz ! +apz?

-1—2113Z_3 + 3142_4) ... (1 + a]1Z_1 + aJQZ_2
+aJ3Z_3 + a]4z_4) , (21
where
1—(=DEF —=2¢
apgr = P (22)
2 Qo+ 1
1—(=DF 1=
agy = ; (23)
2 Qo+ 1
4c(20cos ®;j—1)
aj| = ——, (24)
1 —2Qg cos O + 25
2
2(2c24+1 — Q)
ap = e, (25)
1 — 280 cos O +
4c(2p cos ®;+1)
a3 = — —, (26)
1 — 290 cos O + 25
and

1 4 29 cos ©; + Q2
Ay = —— 9, (27)
1 —2Q¢ cos O; + €25

in which ¢ changes from (20) to

C—COSwL € — COSWR
Qoz— =

) (28)

sin wr, sin wr

where wp, and wg are the left and right 3-dB cutoff frequen-
cies, respectively. The parameter c is calculated using (29)
and is written in terms of the center frequency . of the
desired band-pass filter as
c= M = COS W, (29)
sin wy, + SIn wR

The corresponding numerator is in the form [(14+z7!)
(1—z"hHi~

The term H ,(z) in (14) was determined from the known
A (z) and B (z), and the gain factor G can be calculated using
MPN. Since the maximum value of H /(z) must be normalized
to 0 dB, the parameter G must be equal to the inverse of the
maximum magnitude of the frequency response. Because of
the monotonic magnitude responses of Butterworth filters,
the resulting digital low-, high-, and band-pass filters obtain
their maximum values at 0, 77, and w, respectively:

1
Gp=—F———". (30
|HLp(e]w|w:0)
1
Gup= 77— (3D
[Hyp(ei® o=z )|
and
1
Gpp=—F—"—. (32)
[Hp(e1] oo, )|
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FIGURE 8. The proposed octave filterbank in the fourth order.

TABLE 1. Filter used in proposed equalizer.

Frequency band (Hz) Center frequency (Hz) Filter type
0—22 22 (cut-off frequency) low-pass filter
22 —44 31.5 octave filter
44 — 88 63 octave filter
88— 177 125 octave filter
177 —355 250 octave filter
355—1710 500 octave filter
710 — 1420 1000 octave filter
1420 — 2840 2000 octave filter
2840 — 5680 4000 octave filter
5680 — 11360 8000 octave filter

11360 — 24000 11360 (cut-off frequency) high-pass filter

The equalizer divides all frequency components into
11 frequency banks using the filters, which are listed
in Table 1. The bandwidths of the band-pass filters are an
octave. The cutoff frequencies of the low-pass filter and the
high-pass filter depend on the left corner frequency of the
first-octave filter and the right corner frequency of the last
octave filter, respectively. The designed fourth-order octave
band equalizer is shown in Fig. 8. In the conventional design,
the first filter is a band-pass filter with a 16-Hz center fre-
quency from 11 to 22 Hz, and the last filter is a band-pass fil-
ter with a 16-kHz center frequency from 11,360 to 22,720 Hz.
In the proposed system, the low-pass filter and the high-pass
filter are substituted for the band-pass filters to avoid the
attenuation of extremely low (less than 11 Hz) and high (more
than 22,720 Hz) frequency components.

The function of a fader is to vary the volume of the
sound from each audio channel independently to balance
the loudness of vocals and musical instruments. During a
performance, it is usual to set the sound level around the
midpoint of the scales. This leaves sufficient headroom to
prevent clipping of sudden loud sounds while keeping enough
loudness to mask any unwanted noise.

Panning controls set the balance of each input channel
between the left and right output channels. The energy of the
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signal goes to the left channel if one turns the panning to the
left and the sound energy goes to the right if the panning
is turned to the right. When the panning is in the middle
position, the listener perceives the same sound level from the
left and right channels. Panning sets the location of the sound
image in the stereo system. One normally places the vocal in
the middle of the stage and spaces the musical instruments
out slightly, which helps the audience to recognize individual
sounds and provides a virtual acoustic space.

In the proposed system, the panning is not only for stereo-
phonic but also for multichannel surround. If the user chooses
to use a multichannel loudspeaker system, the sound image
can be placed at any angle in a two-dimensional space. Taking
Fig. 9 as an example, when the knob is turned to nine o’clock,
the sound energy is equally distributed between the left front
loudspeaker and the left rear loudspeaker, whereas the right
front loudspeaker and the right rear loudspeaker are mute.
The two-dimensional panning effect allows a more realis-
tic and spatial sound field production than the conventional
panning.

Loudspeaker 2

o

Loudspeaker 1

vy

Listener

XU

Loudspeaker 3

{X\\

Loudspeaker 4

FIGURE 9. Panning for quadraphonic surround.

D. DENOISER

When singers perform on the street, background noise is
likely to be picked up by their microphones, therefore degrad-
ing the sound quality. Although an equalizer can remove low-
or high-frequency noises, the frequency components of the
vocals in the same frequency band are also removed. In the
proposed system, a special effect unit, a denoiser, is proposed
to cancel the noise from busy streets.

The proposed denoiser is a modification and extension
of the speech enhancement in the previous research [17].
In the original speech enhancement, the algorithm aimed to
extract the low- or mid-frequency voice. The sound energy at
frequencies of more than 5 kHz has normally been neglected
in speech perception research [18]. However, the singers’
vocals contain higher-pitch sound than speech. Therefore,
some improvements were made for wide-frequency voice
signal.

Because a general mobile device only contains one micro-
phone input, a single-channel denoiser was developed. The
first advantage of the proposed denoiser is data preprocess-
ing. The data preprocessing can be done offline before the
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performance and can be customized. That is, the user has to
initially calibrate the denoiser. A piece of clean vocal v [t]
was recorded during vocalization in a quiet environment. The
purpose of vocalization is to find the highest and lowest vocal
notes that the user can produce. Then, the system designed a
band-pass filter with the left cutoff frequency corresponding
to the lowest vocal note and the right cutoff frequency corre-
sponding to the highest vocal note. When the user performs
in a noisy environment, the microphone signal is filtered by
the customized band-pass filter.

After the band-pass filtering, the noise-reduction module
illustrated in the previous work [17] was modified. The noisy
vocal m [t] was composed of v [¢] and the ambient sound 7 [¢],
as shown in

mt] = v[t] +nlt]. (33)

A Wiener filter f [¢] was designed to extract the clean voice
v [t] from the noisy voice m [t], so

v[t]=fxmlt], (34)

where v [t] is the estimated clean voice and * is the convolu-
tion operator. The frequency domain expression of (34) is

V(w) =F ()M (). (35)
According to the previous work [19],
_ M@)* — E[IN(@)]
M ()

where E[-] is the ensemble average, and N(w) and M () are
the frequency domain of the ambient sound # [#] and noisy
vocal m [t]. In the previous research [17], the noise level N (w)
was unknown and (36) was modified under the assumption
that

F (o)

, (36)

E[IN @P]~ EM @])?. (37)

However, (37) only happens when the ambient sound is sta-
tionary. In the proposed system, users record ambient sound
n [t] before the performance and the coefficients in (36) can
be precisely computed.

Although the Wiener filter has been widely used in speech
enhancement, the Kalman filter is more suitable for non-
stationary signals. A Kalman filter was therefore added in
the denoiser. The speech v [t] was modeled as a pth order
autoregressive process [20]:

VI ==Y" dvleil+ul, (38)

where [; is the linear prediction coefficient (LPC) and u/[f]
is the process noise. Equation (38) can be rewritten by the
following matrix operation:

Vit —p 1]
Vit —p+2]
vif]
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0 1 ... 0 v[t—p] 0
0 0 ... 0 viE—p+1] 0
= : + o |u [7].
—ly —=lp—1 - =1 vt —1] 1
(39)
A new notation was used to rewrite (39):
Vit]=0V[t—1]4+0ult]. (40)

The elements inside the matrix ) are LPCs and can be com-
puted by an autoregression model. A matrix operation was
used to represent (33):

mlt]=2ZV [t]+n|t], 41

where Z = [00...01]. Assume the process noise u[t] and
the observation noise n [t] are zero-mean signals and uncor-
related. The Kalman filter estimates the state vector V [¢] by
using the following recursive relations:

VItlt1=V [tlt—11+K [1] (m [t1—ZV [t]t — 1]) . (42)
and
Vit —11=0V[t— 1)t — 1], (43)

where V [t|t — 1] 1is the a priori estimate of V [t], and V []2]
is the a posteriori estimate of V [¢t]. K[t] is the Kalman
coefficient and can be iteratively computed by

T T -1
K1 ={Plti—11{z} @Plrie—1) {z} 4R}
(44)
Pltlt—1]1= 0Pt — 1]t — 11 {0} +00{0}",  (45)

and
Pltitl=T — K [t1Z)P [t]t — 1], (46)

where {-}7 denotes the transpose of a matrix; {-}~1 denotes
the inverse; R and Q are the covariance matrices of the
observation noise and process noise, respectively;P [¢|¢] is
the error covariance matrix, and I is the identity matrix. The
initial state vector V [0]0] is the first p data points in m [£].

Since the clean voice and the ambient sound were both
recorded beforehand, it was possible to estimate which filter
was appropriate for the current environment. The denoiser
added up the clean voice v[f] recorded during vocaliza-
tion and the noise 7 [¢] recorded on the performance stage,
as shown in (33). The Kalman filter and Wiener filter paral-
lelly processed the m [¢]. The estimated clean speech by the
Kalman filter is denoted v [¢], and that by the Wiener filter is
denoted v [¢]. The proposed system calculated the signal-to-
noise ratios (SNRs) of ¥ [#] and v [¢] and the appropriate filter
could be selected.

As a result, the specification of the customized band-pass
filter was designed by the observation of the user’s vocal
range. A dual-mode filter structure was implemented to over-
come the various noise types in different environments.
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lll. AUDIO AMPLIFIER FOR MOBILE DEVICES

The input of an audio interface can be either line-level signals
or microphone-level signals. The line-level signals normally
come from electric instruments, such as an electric bass,
electric guitar, or electric piano. The microphone signals
have smaller voltages than the line-level signals and require
preamplification. A typical mobile device only contains a
3.5-mm jack for microphone-level signals and therefore it
was necessary to design an interface for electric instruments.

into mobile
D device’s mic in

signal from Gf
musical instrument

Rg
Rs

FIGURE 10. Junction field effect transistor (JFET) amplifier inside the
proposed audio interface for mobile devices.

Because an amplifier in the interface should have high
input resistance, a common-source junction field effect tran-
sistor (JFET) amplifier, as shown in Fig. 10, was applied.
JFETs are most suitable for input stage designs where high
input resistance is required [21]. Mobile devices typically
supply a direct current voltage of approximately 2.5 V to the
microphone, and therefore, the bias voltage can be applied to
the drain. For impedance matching, it was necessary to design
the resistor Rg, but the drain was connected to the mobile
device, so the drain resistor Rp was hidden. In this case,
the resistor Rg was designed by a trade-off. A 1.2-k€2 resistor
is a reasonable value for most mobile devices. Because the
input electric guitar signal is in the form of an alternating
current, there are no coupling capacitors. The gate-source
junction is reverse-biased, and there is only a very small
leakage current, to possibly make the gate resistor very large.
In practice, Rg is usually set to approximately 1 M2 to avoid
voltage drop [21]. The input of the interface is a 1/4-inch
jack to plug in an electric guitar. The output is the four-
conductor 3.5-mm plug connecting the interface to a mobile
device.

The developed audio interface is shown in Fig. 11a, and
its internal circuit is illustrated in Fig. 11b. The instrument
signal was fed into the interface through a standard 1/4-inch
mono plug and was amplified by the JFET amplifier. The
amplified signal level was similar to the microphone sig-
nal level to transmit the treated instrument signal to the
mobile device through a 3.5-mm jack. Then, the software
effect units installed on the mobile device added special
sound effects to the clean sound. An earphones plug was
also created on the 3.5-mm jack, making it possible to
monitor the sound effects by using external loudspeakers or
headphones.
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FIGURE 11. (a)Appearance and (b) internal circuit of the proposed audio
interface.

IV. EXPERIMENTS AND DISCUSSION

The perceptions of special sound effects are subjective, and
there is no golden model for comparison. Therefore, a subjec-
tive listening test was conducted for special sound effects in
the proposed system. The questionnaire is shown in Table 2.
Whereas Q1 to Q3 were designed to assess the envelopment
of the delay effects, Q4 to Q6 were designed to assess the
nature of the delay effects. Q7 to Q9 were designed to evalu-
ate the practicability of the multichannel panning effect.

Because there were three delay effects to be evaluated,
comparisons between the echo effect, reverberation effect,
and room model effect were conducted. In the first question
of the first question set, the subject was asked to choose the
better envelopment effect between the echo effect and the
reverberation effect. In the second question, the subject chose
the better envelopment effect between the reverberation effect
and room model effect. In the final question in this question
set, the subject chose the better envelopment effect between
the echo effect and room model effect. Therefore, the ranking
in the aspect of envelopment quality was determined. The
same procedure was conducted when evaluating the reality
of delay effects from Q4 to Q6.

From Q7 to Q9, the conventional and the proposed pan-
ning techniques were compared. The conventional effect can
only represent a one-dimensional sound field, whereas the
proposed effect can produce a two-dimensional sound field.
Therefore, the subject was asked to select the wider panning
range in Q7. In Q8, whether there was a penalty for the wide
panning range was checked. That is, the proposed effect may
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TABLE 2. Questions and available answers for the subjective listening
test.

No. Question Answer

Q1 Please listen to the two audio pieces, and find A/B
which one presents higher envelopment

Q2  Please listen to the two audio pieces, and find A/B
which one presents higher envelopment

Q3 Please listen to the two audio pieces, and find A/B
which one presents higher envelopment

Q4  Please listen to the two audio pieces, and find A/B
which one gets more realistic reverberation

Q5 Please listen to the two audio pieces, and find A/B
which one gets more realistic reverberation

Q6 Please listen to the two audio pieces, and find A/B
which one gets more realistic reverberation

Q7 Please try the two knobs, and find which one A/B
can place the sound image in wider range

Q8 Please try the two knobs, and find which one A/B
gets better audio quality

Q9  Please try the two knobs, and find which one A/B

presents higher auditory spatial resolution

or may not have a negative effect on the timbre of the sound.
The resolutions of the sound image location were evaluated
in Q9. Because a knob was used to present a 360° audio scene
in the proposed method, the resolution might be degraded.

In the objective listening test, the focus was on testing
two parts of the proposed system: the denoiser and the audio
interface. In both parts, the clean voice or music served as the
reference signal, and an objective computer-based algorithm,
perceptual evaluation of audio quality (PEAQ), was applied.
PEAQ is the International Telecommunications Union (ITU)
standard for audio quality assessment [22], developed for
the objective measurement of the perceived audio quality.
Unlike traditional objective measurement methods, such as
the SNR or the total harmonic distortion, PEAQ was designed
based on neural-network training. The measurement scheme
is shown in Fig. 12. The overall difference grade (ODG) was
generated according to the comparison between the signal
being tested and the reference signal. Normally, ODG has a
value in the range of -4 to 0. As shown in Fig. 13, a more
negative score indicates a more perceptible audio distortion.
The ODG values provide information about the tolerance of
audio distortion to evaluate the performances of the denoiser
and the audio interface.

A. SUBJECTIVE LISTENING TEST FOR SPECIAL

SOUND EFFECTS

In the subjective listening test, the aim was to find whether
the multichannel surround improves the audio quality
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Signal under test =
PEAQ —» ODG

Reference signal =

FIGURE 12. PEAQ measurement scheme.

0 + Imperceptible

-1 Perceptible but not annoying
-2+ Slightly annoying
-3 Annoying

-4 Very annoying

FIGURE 13. ITU-R five-grade scale.

Louds \ aker 2

{

FIGURE 14. Loudspeaker array for subjective listening test.

and spatial listening perception. Four loudspeakers were
mounted around the listener, as shown in Fig. 14, and
the listener was asked to answer the questionnaire shown
in Table 2. Stereophonic and quadraphonic sounds were
played in random order. When playing stereophonic sound,
loudspeakers 3 and 4 were muted. Only the proposed room
model and the proposed panning effect simultaneously used
four loudspeakers. During the listening test, the listener was
not told that the sound field was produced by two or four
loudspeakers.

There were 15 subjects involved in the listening test. There
were 15 audio pieces, five of which were produced by a
guitar, five of which were produced by a piano, and five
of which were produced by a drum set. Three delay effects
and two panning effects were tested. The best special-effect
ranking is three points, while the lowest ranking is only
one point. If there is an effect ranking in the middle, it is
two points. The means and 95% confidence intervals of the
answers were calculated and are shown in Fig. 15.

From Fig. 15, one can find that the proposed room model
produced higher envelopment and more-realistic listening
perception than the conventional delay effects. In a normal
auditory space, the reverberations come from many direc-
tions, but the conventional delay effects can only convey the
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FIGURE 15. Statistical results of the listening perceptions
in (a) envelopment and (b) reality in different delay effects.
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FIGURE 16. Statistical results of the listening perceptions in sound range,
quality and resolution in different panning effects.

reflections in front of the listeners. The proposed room model
used four loudspeakers to render a full two-dimensional audi-
tory space to envelop the listeners in the sound field. The
results also showed that the reverberation effect by the first-
order IIR filter slightly outperformed the echo effect by the
first-order finite impulse response filter.

Fig. 16 shows that the proposed two-dimensional panning
effect performed better than the conventional panning effect
in Q7. This is because the sound image cannot only be placed
in front of the listener but can also be located behind the
listener in the quadraphonic array. Q8 supported that the wide
panning range did not degrade the timbral fidelity. How-
ever, the proposed panning effect presented lower auditory
spatial resolution than the conventional one. The results of
Q9 showed that the negative effect was perceptible but slight.

B. MEASUREMENTS OF DENOISER
The ambient sounds were recorded in five kinds of real
environments: a basketball court, park, hotel lobby, exhibition
room, and street. There were four professional singers —
three males and one female — each of whom individually
sang three pieces of a song in an anechoic chamber. There-
fore, there were twelve different vocal pieces and five types
of background noise, for a total of 60 combinations. The clean
voice combined with noise was treated by the denoiser. The
output of the denoiser was the signal being tested, and the
clean voice was the reference signal in the PEAQ system.
The proposed denoiser was compared with two algo-
rithms for noise reduction in the literature [17], [23]. The
mean of overall ODGs is -3.685 in a previous study [17]
and -3.695 in [23], which means the degradation of the pro-
cessed sound is more than annoying. The mean of overall
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FIGURE 17. Evaluation of audio qualities in different noise reduction
algorithms.

ODGs of the proposed denoiser is -2.583, which means the
processed sound is between annoying and slightly annoying.
The overall improvement of the proposed method is more
than a grade, as shown in Fig. 13. Fig. 17 shows the mean
ODGs and corresponding 95% confidence intervals in each
environment, where one can see that all the denoisers had the
worst performance in a hotel lobby. This might be because of
too much human voice involved in the environment, violating
the assumption of the algorithms that the sources should be
independent of each other. The proposed denoiser had the best
performance in the exhibition room. The ambient sound in the
room mostly came from the air conditioners.

C. MEASUREMENTS OF AUDIO INTERFACE

The proposed audio amplifier was compared with a commer-
cial product. Although SNR measurement has been widely
used to evaluate the performance of analog amplifiers, dif-
ferent frequency components lead to different sensitivities
and frequency resolutions for human hearing. The proposed
interface was developed for audio signal processing only,
and PEAQ was applied to the audio quality measurement
according to psychoacoustics.

A personal computer (PC) and a smartphone were con-
nected by using the developed interface. The PC was only
used to emit the sound source. The voltage level of the music
coming from the PC was line level, and the amplifier in
the interface transferred the line level into the microphone
level for the smartphone to record. The original music file
was stored inside the PC, and the treated music file was
generated by the smartphone. PEAQ measurement was used,
as shown in Fig. 18, to evaluate the levels of distortion
caused by the audio interfaces. There were three electric
instruments — guitar, keyboard, and bass — each of which
generated ten audio pieces. Fig. 19 shows the comparison
between the proposed interface and the commercial product.
According to the means of ODGs, the proposed architecture
tended to obtain better audio quality performance. It was
also found that the proposed audio interface outperformed the
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FIGURE 18. Audio interface measurement by PEAQ.
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FIGURE 19. Comparison between the proposed audio interface and the
commercial product.

TABLE 3. Comparison between interfaces at a life show.

Music Styles ODGs for Commercial ODGs for Proposed
Product Interface

Folk Rock -2.386 -2.351
Slow Soul -2.375 -2.269
Rumba -2.584 -2.270
Punk -2.208 -2.183
Pop-Rap -2.413 -2.236
Ballad -2.308 -2.179
R&B -2.246 -2.153
Country -2.223 -2.150

commercial one when using electric guitars as input signals.
This might be because the resistors in Fig. 10 were tuned
by connecting an electric guitar to obtain the optimal audio
quality.

A professional guitar player was also invited to conduct a
live recording. The guitar player plugged the electric guitar
into the audio interface and connected the interface to a
smartphone. The audio recorder software was turned on in the
smartphone to record the signal passing through the interface.
Simultaneously, the clean guitar signal was recorded into a
PC via a sound card. As a result, the audio file recorded in
the PC was the reference signal, and the audio file in the
smartphone was the signal being tested. The guitar player
strummed four patterns corresponding to four music styles:
folk rock, slow soul, rumba, and punk. The guitar player also
played four different fingerstyle songs, including pop-rap,
ballad, R&B, and country. The ODGs are shown in Table. 3,
where it is found that the proposed system still outperformed
the commercial one in all circumstances at the live show.

V. CONCLUSION

Professional audio equipment is too large and heavy for
a single user to conduct a live performance. Therefore,
in this study, an affordable mass-market system for ordinary
consumers was proposed. Software was used to implement
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special sound effects with low-power audio interface hard-
ware. Not only were several popular effect units implemented
on mobile devices, but some novel sound effects that are
rarely found on the market were also proposed. A light audio
interface was developed for the connection between musical
instruments and mobile devices without any external power
supplies. For people who use the proposed system, the weight
of the equipment can be greatly reduced. The compact size
of the system enables users to bring additional multichannel
surround to enhance audio quality.

The experiments were conducted mainly by using a typi-
cal smartphone. The results showed that the proposed effect
units supporting multichannel surround sound enhanced
spatial sound quality. The novel delay effect presented
more-realistic reverberation than the conventional one. The
two-dimensional panning effect provided a wider sound
image than the conventional pan control. The experimen-
tal results also showed that the proposed denoiser achieved
obvious improvement in voice quality enhancement. This
is because users were asked to calibrate the denoiser for
customization purposes. The denoiser also could adjust to
the new environment by using a dual-mode filter structure.
Because a conventional audio interface is designed for PCs
and only has the Universal Serial Bus or FireWire communi-
cation protocol, an audio interface was developed introducing
the electric audio signal into a mobile device. The comparison
results showed that the proposed interface provided a clearer
audio signal than the commercial product. In the future, all
proposed units will be integrated and compared with the
analog audio system by conducting additional subjective lis-
tening tests on real streets.
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