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ABSTRACT In non-orthostereoscopic video see-through (VST) head-mounted displays (HMDs), the per-
ception of the three-dimensional space is negatively altered by geometrical aberrations, which may lead to
perceptual errors, problems of hand-eye coordination, and discomfort for the user. Parallax-free VST HMDs
have been proposed, yet their embodiments are generally difficult to create. The present study investigates
the guidelines for the development of non-orthostereoscopic VST HMDs capable of providing perceptually
coherent augmentations for close-up views, hence specifically devoted to guide high-precision manual tasks.
Our underlying rationale is that, under VST view, a perspective-preserving conversion of the camera frames
is sufficient to restore the natural perception of the relative depths around a pre-defined working distance
in non-orthostereoscopic VST HMDs. This perspective conversion needs to account for the geometry of the
visor and the working distance. A simulation platform was designed to compare the on-image displacements
between the direct view of the world and the perspective-corrected VST view, considering three different
geometrical arrangements of cameras and displays. A user study with a custom-made VST HMD was
then conducted to evaluate quantitatively and qualitatively which of the three configurations was the most
effective in mitigating the impact of the geometrical aberrations around the reference distance. The results
of the simulations and of the user study both proved that, in non-orthostereoscopic VST HMDs, display
convergence can be prevented, as the perspective conversion of the camera frames is sufficient to restore the
correct stereoscopic perception by the user in the peripersonal space.

INDEX TERMS Head-mounted display, stereoscopic displays, augmented reality, video see-through dis-

plays, orthoscopic view, optical aberrations.

I. INTRODUCTION

In ideal visual augmented reality (AR) systems there should
not be any perceivable difference between the user’s natu-
ral view of the world and his/her augmented view through
the display. This is especially true when they are designed
to aid complex manual tasks that demand great dexterity
(e.g., surgical procedures). Avoiding this difference entails an
accurate AR registration and ergonomic interaction with the
augmented scene. According to Azuma et al. [1], “The basic
goal of an AR system is to enhance the user’s perception of
and interaction with the real world through supplementing
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the real world with 3D virtual objects that appear to coexist
in the same space as the real world” .

In line with this, wearable AR systems based on head-
mounted displays (HMDs) provide the user with an egocen-
tric and natural viewpoint which is why they are deemed
as the most ergonomic and effective solutions to guide
those tasks manually performed under the user’s direct vis-
ion [2], [3]. To ensure a consistent perception of the aug-
mented world and to improve the interaction with it, the real
world and the virtual enrichment must be perfectly integrated
with each other photometrically, temporally, and spatially.

In stereoscopic video see-through (VST) HMDs, the user’s
visual perception of the 3D world is mediated by two dif-
ferent optical systems: the acquiring camera and the visu-
alization display. The stereoscopic images of the real scene
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are recorded by a pair of cameras rigidly anchored to the
visor with an anthropometric interaxial distance, and then
reproduced onto the left and right displays of the visor after
being accurately merged with the virtual content [4]. Both the
acquisition and visualization stages adversely alter the visual
perception of the real world due to different monoscopic
and stereoscopic optical aberrations. Such aberrations are
influenced by:

o The intrinsic linear and non-linear optical properties
of the two optical systems (i.e. the estimated pinhole
camera model of the cameras and of the displays);

« How these two optical systems relate to each other;

o The geometrical relations between these two and the
user’s visual system.

In this work, we identify and mitigate the perceptual prob-
lems caused by the optical aberrations inevitably present in
non-orthostereoscopic VST HMDs that are designed to guide
high-precision manual tasks. The main aim is to obtain a
system that provides the user with visual stimuli that are as
consistent as possible with the natural view of the world,
and thus to provide an effective and comfortable stereoscopic
vision of the world.

Il. RELATED WORKS

There are two different types of optical aberrations: chromatic
ones, which affect the colours of the image, and geometrical
ones, resulting in the spatial distortion of the reproduced
image. With a pair of 2-Dimensional (2D) displays, in which
the displayed images are projected in front of the user’s eyes
at an optically pre-set distance, we are intrinsically prone to
the well-known vergence-accommodation mismatch [5]-[7].
With a stereo VST HMD, as with a stereo virtual reality (VR)
HMD, the human visual system matches the vergence and
accommodation distance only for fixation points at the fixed
display plane, whereas for depths within accommodative-
effective distances, this mismatch cannot be neglected.

Various solutions have been proposed to address this prob-
lem [8], such as displays consisting of an array of focal
planes on which the images captured by the cameras are
projected [9], [10] or the use of near-eye light field displ-
ays [11], [12]. However, these solutions based on integral
imaging technology or on stacked LCD panels are still char-
acterized by a non-sufficiently wide depth-of-field, a low spa-
tial resolution, and a reduced light throughput of the display.
In this paper, we analyze the perceptual problems caused
solely by geometrical aberrations, modelling the user’s visual
system as a pair of pinhole cameras. Hereafter we use the term
optical aberrations to refer only to geometrical aberrations,
considering each optical system (camera, display, and eye)
with a focal length that enables them to be modelled as ideal
pinhole cameras.

In broad terms, in standard 2D displays, optical aberra-
tions are due to the inherent incongruity between the user’s
sensation of the real-world light field and that generated by
the 2D display image whose optical path to the eye is being
disturbed and diverted due to passing through the lenses of
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the two optical systems (acquiring camera and visualization
display) [13]. The differences between the intrinsic projection
properties of the two optical systems (e.g., focal length and
principal point) can be resolved via software after calibration.
Similarly, the non-linear distortions introduced by the lenses
of both the optical systems (e.g., radial distortion, tangen-
tial distortion,) can be compensated for by first undistorting
the cameras frames. Then, a pre-distortion function can be
used on those frames, before projecting them onto the two
displays of the visor [14], [15], in order to compensate for
the distortion introduced by the lenses of the visor itself [16].
By doing so, the remaining geometric aberrations are mostly
due to the displacement between the ideal centers of three
optical systems (eye, camera, and display), which may cause
differences between the natural view and the VST-mediated
view in terms of a magnification/demagnification factor and
a parallax effect. This parallax distorts the patterns of hor-
izontal and vertical binocular disparities, which can result
in a distorted sensation of absolute and relative depths of
the objects in the scene and introduce discomfort for the
user [17]-[19].

Theoretically, to prevent the effect of parallax, orthostereo-
scopic VST HMDs should be adopted. An optical system
is defined as orthoscopic if it can provide images devoid of
geometric aberrations. In such a system, the user perceives
the object in the scene with correct proportions, dimensions
and spatial localization. This means that when using a rig-
orously orthostereoscopic VST HMD, the view mediated
by cameras and displays does not present any difference
with the NE view. For a binocular HMD to be consid-
ered orthostereoscopic, it has to comply with the following
specifications [20]:

o The center of projection of the cameras and that of the
displays must coincide. These must in turn coincide with
the centers of projection of the wearer’s eye.

o The left and the right optical axes of the displays must
be coincident with the left and the right optical axes of
the cameras, respectively.

« The distance between the left and the right cameras and
between the left and the right displays must be equal to
the distance between the observer’s eyes (IPD).

o The field of view (FOV) of the displays must coincide
with the FOV of the cameras.

There are various solutions for implementing claimed
parallax-free VST HMDs. In 1998 Fuchs et al. [21] were the
first to present the idea of an orthostereoscopic VST HMD for
use in the medical field. In their system, the projection center
of the camera is optically moved close to the nodal point of
the observer’s eye by means of a pair of mirrors. In a work
by Takagi et al. published in 2000 [20], the authors presented
an analysis of all the possible distortions in depth perception
due to non-rigorous orthostereoscopic configurations. Here
too, the authors tried to create a parallax-free VST HMD by
means of a set of mirrors and optical prisms whose task was
to optically fold the optical axes of the displays to those of the
two cameras. However, this solution was still characterized by
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an offset of approximately 30 mm between the camera center
and the exit pupil of the display. Therefore, the conditions
of rigorous orthostereoscopy were not fully met. The system
was thus labelled as quasi-orthoscopic, as we will explore
further later in this section.

In 2005, State er al. [22] presented an innovative VST
HMD specifically designed to generate zero eye-camera off-
set. Their prototype was developed as a result of a design
and optimization work through a software simulator. Yet also
there, due to the constructive complexity, the actual embod-
iment did not meet all the requirements for implement-
ing an orthoscopic VST visor that they had described in
their simulated scenario. Their final system could provide a
parallax-free perception of the reality only for user-specific
and constant settings in terms of eye position, interpupillary
distance (IPD), and eye convergence.

Finally, in 2009 Bottecchia et al. [23] proposed a prototype
of orthoscopic monocular VST HMD, in which the correc-
tion of the parallax was made using software. Unfortunately,
the authors did not provide further details in their paper on
how this computer-based correction was done.

From the above-mentioned works, it is clear that the cre-
ation of rigorously orthoscopic VST systems is challeng-
ing. Mirrors are needed to bring the center of projection of
the camera onto the center of projection of the human eye.
However, this complicate the design, which is bulkier not only
because of the mirrors, but also because of the cables needed
to convey the electrical signals for the rotation of both dis-
plays and cameras. Furthermore, since the projection center
of the camera needs to exactly overlap the projection center of
the eye (specification 1), each time the user adjusts the visor’s
position on his/her head, the positions of the eyes need deter-
mining and the mirrors re-calibrated accordingly, making this
type of solution unpractical. Sub-optimal prototype solutions
have thus been proposed, which can be categorized as quasi-
orthoscopic. These VST HMDs were typically manufactured
by assembling commercial binocular displays, designed for
VR applications, with stereo cameras rigidly anchored on the
top [24]-[26] or front of the HMD [27]. The prototypical
embodiment with the cameras mounted centrally and on-axis
with the displays yield a parallax only along the anterior-
posterior direction [2], [28]. In this case, there is above all a
magnification effect that can be partially compensated for by
applying a scaling factor referring to a specific distance from
the observer. This planar transformation (i.e., plane-induced
homography) readjusts the size of the camera’s image with
that of a reference plane perceived by the naked eye [29].

Nevertheless, most VST HMDs are designed for appli-
cations in which the cameras are mounted parallel to each
other. By contrast, for those AR applications in which the
user is asked to interact with the augmented scene within
the peripersonal space (i.e., tasks performed within arm’s
reach), the stereo cameras with parallel optical axes are not
able to provide sufficient stereo overlaps for stereo fusion.
To cope with this, both hardware and software solutions have
been proposed [30]. As an example of a hardware solution,
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the excessive retinal disparity can be overcome by physi-
cally converging the cameras [31], [32] so as to increase
the overlapping zones between the left and right images and
thus yielding a correct stereoscopic vision even of the closest
objects without diplopia. However, as previously mentioned,
the optical axes of cameras and displays need to be coincident
to prevent geometric and stereoscopic distortions, such as
keystone distortion and depth plane curvature. Therefore,
if the cameras are converging, the displays should also physi-
cally converge by the same angle. A valid alternative is repre-
sented by a purely software approach [33], [34], in which the
stereo overlap is maximized via software by dynamically han-
dling the convergence or the shearing of the display frustum
based on a heuristic estimation of the working distance. The
benefits and shortcomings of both approaches are discussed
more extensively in our previous work [30].

In this paper, we aim to provide a conclusive answer as
to whether, in order to mitigate the perspective distortions
due to the optical aberrations in VST HMDs, the conver-
gence of the cameras should be associated with an equivalent
physical rotation of the displays, or a perspective correc-
tion using software is sufficient. The latter hypothesis would
simplify the implementation of perceptually coherent quasi-
orthoscopic VST HMDs designed for close-range tasks.
We investigated both ideal orthoscopic and realistic quasi-
orthoscopic VST visors, in three different configurations:
parallel cameras and display (PA) configurations, toed-in
cameras and display (TT) configurations, and toed-in cam-
eras and parallel display (STI) configurations. The TI con-
figuration is used to simulate the purely hardware solution,
with the physical rotation of both the cameras and the dis-
plays, whereas the STI configuration simulates a matched
hardware-software solution, where the images caught by
the convergent cameras are warped before being rendered
onto the corresponding parallel displays. To test the quasi-
orthoscopic configurations, we designed a dedicated sim-
ulation platform in MATLAB (R2018b MathWorks, Inc.,
Natick, Massachusetts, US), which enabled us to test different
arrangements of cameras and displays. The outcomes of the
simulations were finally validated through a user study con-
ducted with a realistic quasi-orthoscopic VST device assem-
bled with commercial components.

Ill. ORTHOSCOPIC CASE ANALYSIS

Under close-up viewing conditions, such as performing tasks
within arm’s reach, the PA configuration is not able to provide
sufficient stereo overlaps. In this case, as shown in Fig. 1,
the pattern of horizontal disparities between the left and the
right images is excessive, to such an extent that the visual
cortex is not able to integrate the two images, regardless of
the eye convergence, causing diplopic vision [35].

In Fig. 1, the eyes have been arbitrarily oriented in parallel.
Nonetheless, if the eyes converged, the reduced area of stereo
overlap surrounding the fixation point, would make it rather
unlikely for the user to correctly merge the two images into a
single stereo-view.
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‘ Left Image Right Image

FIGURE 1. Parallel configuration in the orthoscopic case: if the target is
close to the user, this configuration cannot provide a sufficient stereo
overlap area. The horizontal disparities between the left and the right
images are liable to cause diplopia.
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FIGURE 2. Purely hardware solution for orthoscopic video see-through
head-mounted displays: both cameras and displays are rotated around
the projection center of the respective eye. The condition of naked eye
view is efficiently restored, as the optical axes of camera, display and eye
are all coincident.

Hardware and software solutions are illustrated in Fig. 2
and Fig. 3. In both figures we intentionally omitted the optical
elements needed for virtually moving the camera centers of
projection centered on the observer’s eye.

In the purely hardware solution, both cameras and displays
must be rotated so that the rotations go around the projec-
tion center of the associated eye. The camera frame is pro-
jected onto the respective display with one-to-one mapping
(i.e., the camera frame is projected on the display as it is).
In geometric terms, when implementing this TI configura-
tion, the stimuli necessary for the correct sensation of all the
points in space can be correctly restored when the eyes are
converged. The naked-eye (NE) viewing condition is thus
restored, as the optical axes of eye, display and camera are
all coincident and converge at the fixation point. On the other
hand, in the mixed software/hardware approach (Fig. 3), only
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FIGURE 3. Mixed software/hardware solution for orthoscopic video
see-through head-mounted displays. The cameras are rotated around the
projection center of the respective eye, whereas the displays are kept
parallel to each other. In this case, to restore the natural pattern of retinal
disparities, a simple copy of the acquired image is not sufficient, unlike
the previous case (A). Thus, a rotation-induced homography needs to be
applied to the camera frames before projecting them onto the

displays (B).

the cameras are made to converge, so as to mimic the natu-
ral eye convergence in the case of close working distances.
Conversely, displays are fixed in the PA configuration, as in
the case of commercial HMD devices where the displays are
normally set to be parallel. Here, in order to restore the NE
viewing condition, projecting the frame acquired by the cam-
era on the display with a one-to-one mapping is insufficient,
and a rotation-induced homography is needed first, as shown
in Fig. 3. A perspective-preserving view of the world is thus
restored at any distance from the observer by retrieving the
correct pattern of image disparities between rotated cam-
era frames and parallel display frames. The retinal dispar-
ities obtained are geometrically and therefore sensationally
equivalent to those experienced by the user whilst looking
directly at the world (without the mediation of the HMD).
Therefore, in the orthoscopic case, the software rotation of
the images is intrinsically equivalent to the hardware rotation
because the display, cameras and eye projection centers are
coincident [29].

In the case of quasi-orthoscopic configurations, the dis-
plays, cameras and the eye projection centers are not coinci-
dent. In the next section, we describe the software simulator
developed for comparing different arrangements of cameras
and displays in a quasi-orthoscopic VST HMD.

IV. SIMULATOR

MATLAB enables an ad hoc virtual scenario to be cre-
ated, in which surfaces and objects can be arranged and
then observed through virtual cameras that can be freely
placed and oriented inside the virtual space as required.
We developed an application for the simulation of the entire
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acquisition and visualization process underpinning the whole
VST mechanism of quasi-orthoscopic HMDs. The virtual
scenario comprises the following elements: a planar grid as
the reference object to be observed, a pair of virtual cam-
eras representing the real cameras, a pair of virtual cameras
representing the user’s eyes, and a pair of planar surfaces
representing the images screened on the displays 4 at a cer-
tain distance with respect to their centers of projection (i.e.,
we modelled the two displays also as two virtual on-axis
cameras).

The virtual cameras simulating the real ones are mod-
elled on commercial Leopard Imaging cameras (LI_OV4689)
in terms of intrinsic parameters (resolution set at 1280 x
720 pixels; diagonal FOV of 109°. The planar surfaces rep-
resenting the images projected on the displays are modelled
using the specifications of a commercial OST optical engine:
LUMUS OE-33 [36] with resolution 1280 x 720 pixels,
diagonal FOV of 40°, angular resolution of about 1.7 arcmin/
pixel [34], [37] eye-relief of 22 mm, and eye motion box
of 10 x 8 mm. The placement of the displayed images at
the eye relief distance does not affect the validity of the
simulations, since we restored the correct perspective view,
which is independent of the real viewing distance, which for
the LUMUS OE-33 is infinite.

In our simulations, we centered the cameras in front of the
displays considering the footprint of the real components in
order to reduce the eye-to-camera parallax. Using this virtual
scenario, we can simulate what the user’s eyes would see with
and without the mediation of the VST display.

We defined the coordinate systems for virtual eyes, dis-
plays, virtual cameras and the world as shown in Fig. 4. For
the sake of simplicity, we initially considered the projection
centers of the eyes as being coincident with those of the dis-
plays, thus simulating an ideal condition. We considered the
origin and orientation of the world’s coordinate system as the
reference system of the virtual scene being created, thus the
subsequent placement of all the elements in question within
this virtual scenario (reference plane, cameras, displays and
eyes) refers to this system.

For both the left and the right sides of the stereoscopic
HMD, the reference systems of the two optical elements
(camera and display) were determined from the CAD file of a
modified version of a VST HMD visor previously presented
in [34]. Together with the coordinate systems, we also defined
the transformations between the coordinate systems associ-
ated with all the elements in the scene.

The geometrical relations between the elements in the
scene can be modified during an initialization stage. The user
can choose from the following parameters:

« The position of the reference plane for which the homo-

graphic transformation is computed.

o The position and orientation of a testing grid in the scene

reference system.

o Whether the cameras and/or the displays are to be set in

PA or TI configuration (i.e., to focus at the center of the
testing grid).
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FIGURE 4. The virtual scenario within the simulator. The reference
systems of the elements in the scenario and the geometrical relation
between them are shown. SRS is the reference system of the virtual
scenario; CRS (left and right) are the reference systems of the two virtual
cameras; DRS (left and right) are the reference systems of the two
displays; ERS (left and right) are the two reference systems of the eyes;
Tg (left and right) is the transformation matrix that relates the camera to
the eye; TSC (left and right) is the transformation matrix that relates the
virtual scenario to the camera.

« The fixation point defining the point in space where the
observer’s eyes are focused.

o The position of both the eyes in the scene reference
system.

o The IPD

The IPD constrains both the distance between the opti-
cal axes of the acquiring cameras and of the displays. For
each side, the simulator acquires and outputs three images:
the first frame represents the NE view of the testing grid
(without VST mediation); the second the acquiring camera
view of the grid; the third what the eye would perceive
when gazing at the display, on which the camera frame,
appropriately warped, is being projected. The NE acquisi-
tion is used as a benchmark: the aim of the plane-induced
homography applied to the image captured by the camera
is to eliminate the parallax on a reference plane between
the cameras and the eyes/displays [34]. In the next section,
we illustrate this homographic transformation in more
detail.

A. HOMOGRAPHY

This section describes the procedure to compute the homo-
graphic transformation that relates two perspective views of a
planar scene placed at a pre-defined distance. In broad terms,
the homography is defined as a bijective function between the
elements of two R? spaces, whereby each point of the first
space corresponds to one and only one point of the second
space. The homography we work with is a transformation that
models the correspondences between two perspective views
(one from the acquiring camera and one from the display)
of the same reference plane. The following variables and
symbols are used hereafter:
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o The homographic transformations H;, and HJ,, which
relate respectively the points of the reference plane in
the world W to their projections onto the image planes
of both the display D and the camera C.

o The distance d°~" between the origin of the camera
reference system (CRS) and the reference plane .

o All the reference systems are right-handed, with the Z
axis forward oriented.

o RLC) and ?g, which are respectively, the rotation matrix
and the translation vector of the transformation matrix
T§ between the camera reference system (CRS) and the
display reference system (DRS).

e K¢ and Kj,, which are respectively the intrinsic matrices
of the camera and display projective models. To deter-
mine the intrinsic parameters of the camera, encapsu-
lated by K., we used the MATLAB Computer Vision
Toolbox tool for calibration, which implements Zhang’s
method [38]. K, encapsulates the parameters of the frus-
tum of the near-eye display. We derived the focal length
of the display (f) using the manufacturer’s specifications
regarding the horizontal and vertical FOV of the display
considered in the simulator (hfov and vfov). We assumed
that the focal length on both the x-axis and y-axis were
equal (fy = f}), meaning the display pixels were con-
sidered as being perfectly square. We also assumed the
coordinates of the principal point were exactly half of
the display resolution (C,, = W /2 = 640,C, = H/
2 = 360. In summary we assumed:

W 0 w2
2 tan ( Ov)
K 2 H 1
D — O o H/2 ( )
2tan (~5-)
0 0 1

e 7, which is the normal unit vector to the grid plane,
expressed in the CRS.

o HZ, which is the perspective preserving homography,
induced by the plane of the grid placed at distance d“~"

from the camera.

The homography HS describes the bijective relation between
the camera viewpoint and the user’s viewpoint, such that:

App = HE(R2, 12, Ke, K, T)pe 2)
where p. = (xc.yc) are the coordinates of a pixel in the

camera image, whereas pp, = (xp, yp) are the coordinates of
the corresponding pixel in the display image. The points are
expressed in homogeneous coordinates, thus A is a generic
scale factor due to the equivalence of the homogeneous coor-
dinates rule. The parenthesis means that the homography H?
is a function of the relative pose between CRS and DRS
(R?,7P), the intrinsic parameters of the camera and display
(K¢, Kp), and the position and orientation of the reference
plane in the scene () [29], respectively.

D D ;gﬁ -1
HP =K, |R? + K. 3

dC*)T[
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FIGURE 5. Toed-in configuration in non-orthoscopic case: both cameras
and displays are convergent.

The homographic transformation is only valid at a fixed
plane with normal unit vector 7 and distance d“~7” from
the acquiring camera. Hence, if the scene observed is not
planar or if the plane under observation is different from
the homography plane, the direct view of the scene will not
perfectly match with the rendered image on the display (i.e.,
direct view and VST-mediated view are not orthoscopically
registered). In the next subsection, we analyze the simulations
carried out in detail.

B. SIMULATION RESULTS IN THE CASE OF A
QUASI-ORTHOSCOPIC HMD

The simulations were conducted considering the distance
between the reference plane and the observer equal to 50 cm
(an average working distance during manual procedures) and
an IPD of 6.5 cm. To answer the question as to whether or not
the rotation of the displays is needed in the case of quasi-
orthoscopic systems, we tested three configurations with
our simulator: TI configuration (Fig. 5), STI configuration
(Fig. 6) and PA configuration (Fig. 7). This simulation aims
to confirm whether or not the vergence of the cameras itself
is necessary.

The outcomes of these three configurations are analyzed
separately. In all three cases, for each eye, we show the
overlapping views between the NE view of the grid (used
as a benchmark) and what the eye can see when staring at
the display, where the camera frame, appropriately warped,
is being projected. The composite images corresponding to
the overlapping views were formed using the imfuse function
by MATLAB. In each configuration, we analyzed the results
by placing the grid not only exactly at the reference plane
distance (50 cm), but also at 40 and 60 cm. In this way,
we intended to analyze how the pattern of image disparities
is distorted around the reference plane.

1) TI CONFIGURATION

As illustrated in Fig. 8a, there is a perfect overlap between
the composite image between image corresponding to the
NE view of the grid (in pink in both figures) and the
image observed on the display (shown in green in both
figures) for both eyes with the grid placed on the reference
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FIGURE 6. Semi toed-in configuration in non-orthoscopic case: only the
cameras are made to converge on the reference grid, whereas the
displays are kept parallel to each other.

FIGURE 7. Parallel configuration in non-orthoscopic case: both cameras
and displays are parallel. This configuration was added to the simulations
to determine whether or not the rotation of the cameras is actually
needed.

plane (50 cm). This shows that the homographic transforma-
tion was correctly evaluated and applied. This also confirms
that, as expected, no optical aberrations are introduced on
the view of the reference plane after applying the perspective
conversion of the camera frames. This thus proves that we
have restored the ideal orthoscopic vision of that plane.

2) STI CONFIGURATION

As in the TI configuration, we applied the perspective
homography to achieve a perfect alignment between the
VST-mediated view and the NE view of the reference plane at
50 cm (Fig. 8b). However, there is one difference compared
to the previous case: in the TI configuration, unlike the STI
configuration, most of the stereo FOV of the displays is pre-
served. Other than this, the two simulated cases are identical.
In fact in both configurations the homography enables us to
view the reference plane as if the camera center of projection
coincided with that of the eye. Thus, on the homography
plane, the view of the grid is not affected by any optical
aberration.
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FIGURE 8. Overlapping between direct view and video see-through view
of the reference plane (50 cm). (a) Toed-in configuration. (b) Semi toed-in
configuration. (c) Parallel configuration.

3) PA CONFIGURATION

The physical rotation of the cameras can be avoided if
replaced by an equivalent virtual rotation of the camera frus-
tums in order to achieve the maximum stereo overlap for
close fixation points as suggested by [33]. Obviously, this
approach works for those VST systems that have wide FOV
cameras. The outcomes of the simulations in Fig. 8c confirm
that, again, there is a perfect overlap between the NE view of
the grid and the display-mediated view. In addition, as in the
STI configuration, a small portion of the stereo FOV is lost
due to the parallel arrangement of the displays.

Below we report the results of the simulation only for the TI
and STI configurations, as the aim of this work was to assess
whether in quasi-orthoscopic VST HMDs, display rotation is
needed to facilitate a close-up view. However, the results of
the simulation for the PA configuration are the same as those
reported below for the other two configurations.

4) TI'VS STI CONFIGURATION OUTSIDE THE

REFERENCE PLANE

As for the area outside the homography plane, as expected,
we lose the perfect match between the NE and the display-
mediated view, as shown in Fig. 9 and Fig. 10, moving the
grid at 40 and 60 cm. In general, the presence of the optical
aberrations outside the reference plane may compromise the
user’s perception of the objects in the scene, both in terms
of depth and size. However, systems affected by such optical
aberrations have already been proposed to assist in manual
tasks [26], [39], [40]. In all these studies, the users were

VOLUME 7, 2019



N. Cattari et al.: Toed-in vs Parallel Displays in VST HMDs for Close-Up View

IEEE Access

Right

/| [outof display/ | | | |
|| heigsipjoanol [/ /]

"=

Left — == Right

(b) Semi toed-in configuration

FIGURE 9. On-image displacements between direct view and video
see-through view of the target grid. The grid is placed at 40 cm from the
user, whereas the homography is evaluated for a plane at 50 cm.

(a) Toed-in configuration. (b) Semi toed-in configuration.

Left Right

(a) Toed-in configuration

[/ [outof display! [ | |||/
| | keigsipyoang’ [ /|

Left Right

(b) Semi toed-in configuration

FIGURE 10. On-image displacements between direct view and video
see-through view of the target grid. The grid is placed at 60 cm from the
user, whereas the homography is evaluated for a plane at 50 cm.

(a) Toed-in configuration. (b) Semi toed-in configuration.

able to perform the procedures without any difficulty, despite
highlighting the lack of naturalness in the view of the real
scenario through the HMD device.

We evaluated the pattern of image disparities (dgy.day) by
comparing, for each side, two 1280 x 720 pixel images:
the NE view of the reference grid and its display-mediated
view. In both images, we used the corners of the chessboard
as reference features and we compared their coordinates in
pixels. Table 1 shows the results obtained in arcmin. The
value of the retinal disparity (dy,dy) in arcmin was computed
by plugging W = 1280, H = 720, « = 35.2° (display hfov),
and B = 20.2° (diplay vfov) into the following relations.

d,, = 2arctan (M> 4)
W
dyy = 2arctan <M> ®)
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TABLE 1. Disparity between the naked eye and VST mediated views in
arcmin.

CONFIG. Mean Std. Dev. Max value Eucl. Dist.
dro  dry | dra  dry | drz  dyy | Mean o
Right| 612 34 39 2.2 66.5 8.5 612 37
s £
[S-]
o 8
I = Left | 615 3.6 39 2 68.2 8.3 617 39
=]
-4
(z £ Right| 61.5 3.7 44 2.4 68.2 8.5 617 44
2 B
¢
E  Left | 617 3.6 4.1 2 68.2 8.3 619 4.1
w2
o Right| 385 0.7 1.9 0.9 40.9 1.7 38.5 1.9
S 3
-
2 Left | 38.8 1.7 2.2 1.5 426 5.1 388 22
)
-4
O .2 Right| 385 0.7 1.9 1 40.9 34 38.5 1.9
-4 =
< [
£ 8
‘B Left | 39 1.5 26 14 426 34 39 2.6
()
w

The values in the table are the errors in terms of mean
value, standard deviation (o), maximum value and Euclidean
distance between real point and virtual point (i.e., e, =

/d2, + d3) for the right and the left sides in all the cases
analyzed.

The simulation data shown in Table 1 clearly show that
there are no substantial differences in terms of disparity
between the two configurations, even outside the reference
plane. Therefore, we can reasonably assert that, in order
to preserve a coherent 3D perception around a pre-defined
reference plane, rotating the displays can be prevented if we
apply an appropriate perspective conversion to the camera
frames. As further confirmation, we also measured the pattern
of disparities for eight planes between 30 and 70 cm. The
results of these simulations are reported in Fig. 11.

5) TI'VS STI WITH THE EYES OUTSIDE THE CENTERS OF THE
EYEBOXES OF THE DISPLAYS

If the projection centers of the eyes are maintained within
the eye motion box of the displays, although not exactly
coincident, the user perceives the same 2D images. In any
case, since the homography is calculated to map the cam-
eras images for the center of the eye-box and at the eye-
relief distance, any displacement of the eyes introduces a
parallax between the NE view and the VST-mediated view.
We tested such condition for both TI and STI configura-
tions by simulating an extreme anti-symmetric displacement
comprising a 5 mm anti-symmetric displacement of the eyes
along the interocular axis (x-axis) and a 4 mm displace-
ment along the vertical axis (y-axis). In this case, the cal-
culated homography, cannot restore the condition of ideal
orthoscopy on the reference plane. The pattern of horizontal
and vertical disparities between the left and right images is
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FIGURE 11. Boxplot of the simulated misalignment in terms of Euclidean
distance for eight planes between 30 and 70 cm . (a) Toed-in
configuration. (b) Semi toed-in configuration. (c) Parallel configuration.

not consistent with that of the NE view which may main-
tain the sense of visual discomfort for the user for close-up
views [18], [19] (Fig. 12). Again, there are no significant
differences between the disparity patterns obtained on each
side in both configurations.

V. USER STUDY
To confirm the results obtained with the simulator, we car-

ried out a user study with a custom-made quasi-orthoscopic
VST HMD (Fig. 13), which enabled us to deploy the three
aforementioned viewing configurations.

A. EXPERIMENTAL SETUP
The device used for the experimental tests was assembled by
reworking a commercial binocular OST visor with a similar
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(b) Semi toed-in configuration

FIGURE 12. On-image displacements between direct view and video
see-through view of the target grid when the eyes are outside the ideal
position. The user’s interpupillary distance is 7.5 cm, and the offset on the
y-axis between the left and the right eye is 8 mm.. (a) Toed-in
configuration. (b) Semi toed-in configuration.

(b) Left side view

(c) Front view

FIGURE 13. The custom-made quasi-orthoscopic video see-through
visor. (a) Right side view. (b) Left side view. (c) Front view.

approach to our previous work [34]. The specifics of the
OST HMD are set out in Section I'V. Each waveguide of the
HMD was anchored to a 3D-printed rigid shell, which also
comprised a support for the on-axis camera. The translation
and the rotation of each waveguide/camera block are ensured
by a horizontal guide and obtained by means of two coaxial
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(a) Three-quarter view

(b) Toed-in configuration (c) Semi toed-in configuration

(d) Parallel configuration

FIGURE 14. CAD design of the three video see-through viewing
configurations. (a) Three-quarter view. (b) Toed-in configuration. (c) Semi
toed-in configuration. (d) Parallel configuration.

pivot axes (one above and one below the waveguide). The
pivot axes are constrained to the rigid shell, which allows
the user to set the inter-axial distance between the displays
and their convergence, which is established depending on the
working distance (i.e., the stereo cameras must converge at
the pre-fixed distance). Once the final configuration has been
set up, both the blocks can be rigidly anchored to the guide
by means of four nuts. All the rigid components were CAD
designed using PTC Creo Parametric 3D Modelling software
(vers. 3.0) (Fig. 14).

For the effective operation of the VST mechanism,
we developed a dedicated software application based on
OpenCV machine vision libraries (vers. 3.3.1). The software
was builtin C++ on Linux (Ubuntu 16.04) and runs on a stan-
dard workstation class PC with the following specifications:
Intel Core i7-4770 CPU @ 3.40 GHz with 4 cores and 12 GB
RAM, Nvidia GeForce GTX 1050 (2GB). The core func-
tion of the software implementing the VST mechanism pro-
cesses images recorded by the pair of external RGB cameras
before rendering them on the two microdisplays of the visor.
These frames are initially undistorted to eliminate the non-
linearities due to optical distortions, and then warped accord-
ing to the perspective-preserving homography (as explained
in Section IV.A). The Fig. 15 shows the experimental setup.
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FIGURE 15. Experimental setup.

TABLE 2. Demographics of the ten participants in the user study.

Value
(3:7,0)

General info

Gender (male; female; non-binary)
Age (min; max; mean; STD) (26; 40; 30.2; 4.9)
IPD (mm) (min; max; mean; STD)  (52.4; 67.3;57.1; 4.5)
Uncorrected poor vision (no, yes) 8,2)

B. EXPERIMENTAL DESIGN

Ten participants were recruited from university students,
staff, and faculty members. The demographic information
on the users is listed in Table 2. All participants had nor-
mal vision acuity or corrected visual acuity with the aid
of prescription glasses or contact lenses. In the tests, each
participant wearing the VST HMD was asked to estimate the
relative depth relations between five objects of the same size
and colour (five yellow Lego® 9.6 x 32 x 16 mm bricks )
adopting a similar approach to that presented in [34]. The five
bricks were laid on a A3 paper sheet (size 297 x 420 mm),
which had ten sequences of demarcation lines distributed as
follows: each sequence of demarcation lines was associated
with an absolute depth from the observer covering a range
from about 34 to 70 cm. The relative distances between the
bricks within each sequence were decided randomly, with a
defined relative resolution of 3 mm.

The perceptual tests were repeated twice (using two differ-
ent A3 sheets) for the three HMD configurations and without
the HMD (NE condition). The ten subjects therefore each per-
formed the four groups of stereoscopic fusion tests, resulting
in 10 x 4 x (10 x 2) = 800 sequences of demarcation lines
overall. The tests with the HMD were all performed maintain-
ing the same homography transformation, which referred to a
reference plane placed at a distance of 500 mm from the ideal
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position of the wearer’s eyes. The final goal of the tests was
to assess how this aspect would have a detrimental effect on
perceiving relative depths around the reference plane. Before
each session, each participant was instructed about the test
and asked to slide the waveguide/camera blocks to suit his
her own IPD if he/she could not see all the images on the
displays.

1) QUALITATIVE ASSESSMENT OF THE VST

VIEWING CONFIGURATIONS

After completing the four test sessions, all participants were
asked to fill in the demographic survey and a Likert question-
naire to investigate differences in the perceived workload and
visual comfort among the different VST viewing configura-
tions. The Likert questionnaire, shown in Table 3, comprises
six items, each evaluated using a five-point monotone Likert
scale (from 1 = strongly disagree, to 5 = strongly agree).

2) QUANTITATIVE EVALUATION OF THE PERCEPTION OF
RELATIVE DEPTHS IN THE PERIPERSONAL SPACE

The goal of the quantitative evaluation was to measure
the degree of accuracy in perceiving depth relations in the
peripersonal space with the HMD under the three differ-
ent VST configurations. For each sequence of five demar-
cation lines, we considered three possible scores: correct
sequence (score = 1), wrong sequence (score = 0), half-
correct sequence (score = 0.5). The latter score was assigned
when the subject guessed a sequence of three consecutive
bricks. For each test session, the overall score was reported in
terms of success rate (i.e., S;-) and expressed as a percentage
(e.g., a score of % = 75%). Each trial was analyzed by a
blinded observer. The time for completing the tasks under the
different viewing conditions was also measured. The results
and the statistical analysis were both processed in MATLAB.

3) STATISTICAL ANALYSIS

Responses to the Likert questionnaire were summarized using
median with dispersion measured by the interquartile range.
The Kruskal-Wallis test was used to understand whether
answers differed based on the VST viewing configuration
experienced. A p-value<0.05 was considered statistically
significant.

Quantitative results were presented in terms of the average
value, standard deviation, and max value of the success rate
and completion time over the ten subjects with the HMD
under the three VST configurations and without the HMD
(NE condition). With the first statistical analysis, we con-
ducted two Kruskal-Wallis tests to evaluate whether the suc-
cess rate and the completion time for viewing configurations
originated from the same distribution. One Kruskal-Wallis
test was performed to analyze the impact of the VST viewing
configuration over the success rate and time to completion,
whereas the second test also included the NE condition in
the statistical evaluation. For both tests, a p-value <0.05 was
considered statistically significant.
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TABLE 3. Qualitative comparison between VST configurations according
to the Likert questionnaires. (1: Strongly Disagree; 5: strongly agree).

Questions TI Conf. STI Conf. PA Conf.
median (iqgr)  median (iqr) median (iqr)  p-value

You were able to

. 45 4 4
merge the stereo im- 0.98
ages (4~5) (4~5) (4~5)
You were able to 4 4 4
perceive  relative (4rsd) (o) (4ndl) 0.48
depths
You were not
affected by
a significant
distortion of the 4 3 4 0.61
scene through the (2~5) (2~4) (3~4) :
visor  (e.g..double
vision, blurred
vision)
You felt no discom-
fort while perform- 3 3 35
ing the task (e.g., vi- (2;4) (@md) (%;4) 0.46
sual fatigue, dizzi- :
ness, nausea)
Overall, the task 4 4 4
was not difficult to 0.83
complete (3~3) G~3) G4
You  experienced
no stress, irritation, 4 3.5 4 0.70
or frustration while (3~5) (3~4) (3~4) '

performing the task

A second statistical analysis was conducted to verify
whether the success rates of the three VST configurations
were differently influenced by the depth. We therefore clus-
tered the data associated with the ten subjects over the same
depth planes (ten) where the sequences of demarcation lines
were located. Data were once again presented in terms of
average value, standard deviation, and max value. A Kruskal-
Wallis test was conducted between the three VST viewing
conditions in terms of the success rate at different depths.
A p-value <0.05 was considered statistically significant.

VI. RESULTS AND DISCUSSION

Table 3 shows the results of the Likert questionnaire. Sub-
jects expressed a positive opinion regarding their ability to
stereo fuse (item 1) and perceive relative depths (item 2) with
all the three VST configurations. In addition, there was no
statistically significant difference in the answers regarding
the distortion of the scene with the three VST configurations
(item 3). The participants expressed a neutral opinion regard-
ing the discomfort while performing the depth judgement
tasks (item 4), however they expressed an overall positive
opinion regarding the enjoyability and friendliness of the
user-study (items 5 and 6).

The results in terms of mean (S,;.y> fygay)s Standard
deviation (S, , ¢, ) and max values (Sy,,,y , );4x ) Of the success
rates and completion times among all the participants are
reported in Table 4. The p-values of the Kruskal-Wallis tests
are also reported. The first test (p-value 3 conf.) revealed there
was no statistically significant difference between the results
obtained with the three VST configurations. The second test
(p-value 4 conf.) revealed that the VST HMD did not appear
to have any statistically relevant impact on the perception of
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TABLE 4. Quantitative evaluation results: success rates (in %) and
completion times (s.) over the ten participants.

p-value  p-value
Tl STL PA NE 3 conf. 4 conf.
Sravpan 805 87.5 80 92.5
Sry 16.7 10.9 11.7 9.2 0.3786  0.0673
Srarax 100 100 95 100
tyvEaN 12.6 12.8 13.5 8.83
t, 4 4.2 6.5 4.2 0.9875  0.0694
t 18.4 229 28.9 17.8

MAX

TABLE 5. Quantitative evaluation results: success rates (in %) over the
ten depth planes between 34 and 70 cm.

TI conf. STI conf. PA conf. p-value
SrarEan 80.5 87.5 80
Srq 8.9 8.6 9.6 0.1316
Srarax 92.5 95 90

the relative depths compared with the NE viewing condition.
Table 5 shows the results of the second statistical analysis.
The p-value of the Kruskal-Wallis test revealed that the VST
configuration had no statistically significant influence over
the success rates, clustering the success ratios over the ten
different working distances around the reference plane.
Overall, the results of the qualitative and of the quantitative
analyses of the user study suggest that the three VST config-
urations are statistically equivalent in terms of their ability to
restore the natural perception of the relative depths around
the pre-defined working distance. The quantitative analysis
also revealed that the depth perception distortions under the
VST view are not as severe. This is in line with findings
experienced in [33] and suggested in [41], where it was
speculated that the distortion of the visual space derived from
the mathematical models underpinning artificial stereo vision
is significantly higher than what the user actually perceives
while wearing such devices. We believe that the joint effect
of other depth cues partially compensate for such distortions.
Also with a misalignment between the real and the ideal
position of the user’s eyes, for which the homography is
calculated, there were no significant differences reported by
the simulations between the images obtained with parallel
displays and those obtained with convergent displays. Finally,
and once again in accordance with [33], we can reasonably
hypothesize that the physical rotation of the cameras can
also be prevented if replaced by an equivalent virtual rotation
of the camera frustums, providing wide-angle head-mounted
cameras are used that ensure a sufficient stereo overlap at
close distances. However, such wide-angle cameras should
also include sensors with a resolution capable of maintaining
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the same pixel density. This latter feature is unfortunately
not compatible with a reasonably high sampling rate (at least
60 fps), which is an essential pre-requisite for AR VST
applications that must ensure low latency.

VIl. CONCLUSION
We have described the development of AR stereoscopic VST

HMDs for close-up views, designed as an aid to the execution
of manual tasks. Our aim was to identify and mitigate the
geometrical aberrations that in such systems affect depth
perception, and instead provide the users with stimuli as con-
sistent as possible with a natural view. Given the fact that the
creation of orthostereoscopic VST HMDs for close-up view
is difficult to achieve, we tried to provide a final answer as
to whether in quasi-orthoscopic devices, the convergence of
the cameras (required for ensuring sufficient stereo overlaps
at close distances) is associated with an equivalent physical
rotation of the displays or a purely software perspective cor-
rection is sufficient. This indication is intended to simplify the
development of perceptually coherent quasi-orthoscopic VST
HMDs. We thus developed a dedicated simulation platform
that enabled us to compare the simulated NE view with
the simulated VST view of a real scene, considering three
different geometrical arrangements of cameras and displays.
The simulations suggest that no additional geometrical aber-
rations are introduced if we apply a plane-induced perspective
conversion to the camera frames, regardless of whether or not
the displays are rotated. This perspective transformation is
able to restore the right geometric correspondence between
the NE view and the VST-mediated view of the reference
plane, whereas the on-image displacements outside the refer-
ence plane are mostly the same for the three simulated VST
configurations.

The results of the simulations were confirmed by a user
study performed with a custom-made quasi-orthoscopic VST
HMD assembled with commercial components. The results
of the real tests proved that the distortion in the patterns of
binocular disparities at different distances from the reference
plane, does not appear to have a detrimental effect on the
perception of the relative depths around the reference plane.

In conclusion, our work offers a conclusive answer: in
developing quasi-orthoscopic VST HMDs, it is possible to
opt for parallel displays, since the perspective distortions due
to the parallax can be mitigated by appropriately warping
the camera frames by a perspective transformation. This is
computed by considering the geometry of the visor and the
intrinsic parameters of the cameras and displays.

This indication will simplify the implementation of per-
ceptually coherent VST HMDs and will pave the way to their
profitable use as aid to close-range tasks that demands for
great dexterity such as for surgical or industrial applications.
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