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ABSTRACT Biometric identity authentication technology is widely used in the field of information
security. As a new biological method, electroencephalography (EEG) is gradually applied in biometric
recognition, because scientists believe that practicability and portability are the development direction
of EEG identity authentication. This work investigates the feasibility of using resting state EEG signals
recorded by single-channel portable device for identity authentication. Single-channel EEG classification
are effectively improved by using mixed-method in three feature domains (i.e., time, frequency, and time-
frequency), feature selection (Rayleigh quotient) and classifier design (ensemble classifier). We invited
46 subjects to participate in the EEG identity authentication experiment. Experimental results show that
the open-eyed resting state is an ideal authentication method, and the average classification accuracy of
the authentication algorithm can reach 95.48% in 2 seconds, validating that the new method of processing
single-channel EEG signals is especially useful in extrapolating EEG identity authentication to realistic field
contexts.

INDEX TERMS EEG, identity authentication, portable, resting state, empirical mode decomposition,
generalized Rayleigh quotient, ensemble classifier.

I. INTRODUCTION
Biometrics-based authentication methods have been an
important research topic in the field of information security.
Among biometrics technologies only electroencephalogra-
phy (EEG) [1] signals reflect unique brain activity, thus pro-
viding a portable approach to low-cost and high-resolution [2]
identity authentication.

EEG identity authentication has three prominent advan-
tages: living, anti-coercion, and expandable attributes. Living
attributes ensure that artifacts or amputated limbs cannot be
authenticated because they cannot generate brain waves. The
anti-coercion attribute endows users with tension and anxiety
when they are threatened. By detecting the abnormal reaction
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of the brain, the system can use protective operation to
maintain account security. Extended attributes can combine
various EEG authentication methods, such as resting state,
facial visual stimulus, and auditory name stimulus, to enhance
system security.

EEG has the theoretical basis of biometric identification.
Modern magnetic resonance imaging technology shows that
people’s brains not only have structural differences deter-
mined by genes but also functional differences due to the
dissimilarities in people’s memory, personality, and thinking
modes. John Ratey proposed that the brain is variable, and
long-term exercise can regulate brain balance and enhance
neuronal connections. N Doidge’s research also revealed that
people’s habits and hobbies can alter the structure and con-
nection patterns of the brain. Verweij et al. [3] confirmed that
exogenous factors affect EEG.
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Several researchers explored the relationship between EEG
and genes. Davis first studied the genotype–phenotype rela-
tionship between twins. Püschel et al. [4] believes that the
resting-state characteristics of family members are more sim-
ilar than those of unrelated individuals. In EEG frequency
domain studies, De et al. [5] revealed that 8–16 Hz EEG
frequencies are highly heritable. Further studies [6] showed
that average spectral power and frequency values in the alpha
and beta bands are highly heritable. Recent studies [7] discov-
ered that the alpha power and peak frequency in the occipital
region seem to exhibit strong heritability.

Basing on differences in brain structure, functional con-
nectivity and heredity, Stassen [8] introduced the brain-print
concept, which suggests the possibility of using EEG to
authenticate identity. Subsequent research in this direction
can be divided into two types: task-based and resting-state.

Task-based paradigms are mostly authenticated by event-
related potentials (ERP) or steady-state visual evoked poten-
tials (SSVEP). In the early applications of ERP, Yeom’s
team [9] used the N170 and N250 time-domain features
to complete 10 user experiments, and the accuracy rate
was 86.1%. Orlando Nieves’s team [10] combined time
and frequency-domain features to improve the accuracy of
authentication to 90%. Additionally, several studies [11]
attempted to extract multiple entropy [12] as features and use
deep learning [13], [14] to improve classification accuracy.
In SSVEP research, Cao et al. [15], [16]. found that inherent
fuzzy entropy can objectively reflect the robustness and com-
plexity of the brain [17], and proposed its reliability in various
fuzzy entropy tests [18] [19], expanding the nonlinear feature
representation of EEG signals.

Task-based identity authentication needs a display screen
for stimulation, and is complex and time-consuming. Resting
state experiments are simple, and the subjects maintain
their resting states with open or closed eyes. Extensive
research [20] explored the stability of resting EEG signals
and proved the feasibility of resting EEG signals in multi-
time span [21]. Most researchers agree that the results of
identity authentication are influenced by electrode selec-
tion, frequency-domain rhythm [22]–[25] and time-frequency
analysis [26]. Historically, some attempts [27], [28] were
made to study the resting state of the single chan-
nel, but single-channel methods, which have low accu-
racy, have been gradually replaced by multichannel [29]
methods. In a resting-state multichannel method, the use
two or three [30], [31] channels is popular because of
the acquisition convenience. Scientists also use neural net-
works [32] [33], [34] for EEG identity authentication, and
32 or 64 channels of EEG data are more suitable for deep
learning. More recent attention [35]–[37] has been devoted to
resting state brain networks and the connectivity of functional
areas in resting states.

However, most previous studies were limited to improv-
ing classification accuracy. When the accuracy is guaran-
teed, few researchers paid attention to the practicability of
identity authentication methods. Two main problems restrict

the daily application of EEG identity authentication. First,
multichannel wet electrode devices need 10 to 20 minutes of
preparation time, and thus using them is infeasible in practice.
Second, most task-based identity authentication methods are
impractical for people with visual impairment.

This work aims to promote the practicability of EEG iden-
tity authentication in life, simplify the experimental process
to the greatest extent and reduce time consumption. We use
the resting state for convenience, and select a single-channel
dry-electrode EEG acquisition device to reduce wearing time,
and achieve fast and convenient daily use requirements.
Compared with 16 and 32-channel devices, single-channel
devices lack spatial information. Furthermore, average ref-
erence, spatial filtering and other noise reduction methods,
which can affect the signal quality cannot be used. The
stability analysis of single-channel equipment faces such
problems. Special mean baseline correction is needed in the
pretreatment stage. The problem of insufficient features must
be solved by mixing multiple feature domains.

A mixed-method approach was employed in three stages:
preprocessing, feature selection and classifier design. First,
in the pre-processing stage, the mean of all data was used
as the baseline of the signal to enhance the stability. Then,
we extracted EEG features in three feature domains: time,
frequency and time-frequency domains. A feature selection
method based on Rayleigh quotient was proposed to select
high quality features from the three feature domains. Finally,
we used voting strategy-based ensemble classifier to reduce
individual classifier errors. This research shows that using a
single-channel device in the resting state can achieve 95.48%
accuracy and reduce the time consumption to 2 seconds.

II. METHOD
A. EEG DATA ACQUISITION
Forty-six undergraduate and graduate students (i.e., 23 males
and 23 females) with an average age of 22.64 years (range =
17–24, SD = 2.16) participated in our experiment. They
were all right-handed students, with normal or corrected to
normal visual acuity. None of the subjects had psychiatric
disorders, such as neurological disorders, epilepsy, depres-
sion, and no history of drug abuse or other serious diseases.
Before the experiment began, we obtained the participants’
informed consent and the approval of the ethics committee
of China National Digital Switching System Engineering and
Technological Research Center. All of the subjects provided
informed consent prior to the experiments and received a
monetary compensation for participating in the experiment.

A portable device, MindWave Mobile [2], was used for
EEG data acquisition via the forehead, as shown in Fig. 1.
Wearing this single-channel device will greatly simplify the
preparation process and improve comfort.

The EEG acquisition site was selected in a closed and
quiet room, and the smart devices equipment of the subjects
were removed so that the interference of the electromagnetic
environment on the recorded signals was reduced. The left
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FIGURE 1. Collecting a subject’s resting EEG data with MindWave mobile.

FIGURE 2. Framework of the EEG authentication system.

earlobewas used as the reference electrode ofMindWave, and
the dry electrode was placed on FP1 (i.e., 10-20 system) [38].
The subjects were instructed to relax but not to sleep, and try
to avoid biting, swallowing, eye movement, crossing legs and
other movements during the data acquisition process.

The sampling rate was 512 Hz. The total experiment period
for each subject was 7 minutes. The entire acquisition process
was divided into two blocks. In block-1, the participants were
asked to open their eyes at rest for 3 minutes, whereas in
block-2, the participants were required to close their eyes
at rest for 3 minutes. One minute relaxation was performed
between the two blocks.

B. DATA ANALYSIS
The pattern recognition method was applied on the single-
channel resting EEG signals for identity authentication,
as shown in Fig. 2. First, in the preprocessing stage,
data quality was improved by filtering, baseline correction
and artifact removal. Then, distinct features for individuals
were extracted from the time, frequency and time-frequency
domains. Rayleigh quotient was used for the reduction of
redundancy and selection of the most suitable features for

TABLE 1. Linear characteristics.

identity authentication. Finally, three independent classifiers,
namely, KNN, LDA, and SVM, were trained, and an inte-
grated classifier was designed based on a voting strategy.

1) PREPROCESSING
Preprocessing can effectively reduce EEG signal noise. The
duration for each block was 180 seconds. The first 10 seconds
in each block was removed. Artifacts were removed with a
threshold of 90 µv. Chebyshev filter and zero-phase filtering
were applied for 0–60 Hz low-pass filtering. Then, the data
were segmented into 2 seconds without overlap. To improve
the stability of the resting EEG signals, the averaged ampli-
tude of each segment was used as the baseline for the data
correction. The benefit of this approach is that the signal-
to-noise ratio of the single-channel signal increased, and the
useless data were eliminated.

2) FEATURE EXTRSCTION
a: TIME DOMAIN FEATURE EXTRACTION
Commonly used statistics features [39] were selected in the
time domain, as shown in TABLE 1. Nonlinear features
such as approximate entropy, sample entropy and 8-order AR
model parameters were used. The preprocessed EEG signal
was x = (x1, x2, x3 . . . xN), and the signal length was N.
In recent years, the nonlinear analysis of EEG signals has

been widely used [18]. We used approximate entropy and
sample entropy to calculate the complexity of unstable time
series. m was set to 2 or 3 in the two methods.

The correlation parameters of approximate entropy [40]
werem and r , andmwas the vector length during comparison.
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In this experiment, the lengths of m were 2 and 3, respec-
tively. Parameter r represented the threshold of similarity,
and r = 0.2 × σX was selected for the experiment. The
EEG data x = (x1, x2, x3 . . . xN) was reconstructed into
vector U (1),U (2),U (3), . . . ,U (N − m + 1), where U (i) =
[xi, xi+1, . . . , xi+m−1], d[U (i),U (j)] was defined as the max-
imum distance of the corresponding location element in
U (i),U (j) vector. num(ui) was used to represent the number
of d[U (i),U (j)] < r , and j = i was allowed.

Ami (r) =
1

N − m+ 1
num(ui) (1)

9m(r) =
1

N − m+ 1

N−m+1∑
i=1

ln(Ami (r)) (2)

Approximate entropy is defined as

apen(m,r) = 9m(r)−9m+1(r) (3)

Sample entropy and approximate entropy are similar in
physical meaning. Sample entropy has two advantages: the
value of sample entropy is independent of the signal length,
and sample entropy has good consistency. As an improvement
method of approximate Entropy. Sample entropy and approx-
imate entropy have two differences, j 6= i in calculating
distance. The comparison with its own data is cancelled.

In the equation 9m(r) = 1
N−m+1

N−m+1∑
i=1

Ami (r), logarithmic

computation is cancelled. Finally, the logarithmic calculation
is added to sampen(m,r) = − ln(9

m+1(r)
9m(r) ) when the sample

entropy is defined. The calculated length can be precisely
defined as the difference of 9m(r) between m and m+ 1.

In addition, given that EEG is not a completely random
signal and the information is correlated in the signal, using the
ARmodel [41] in the design of a linear filter can approximate
the generation process of an EEG signal. The AR process can
be approximated to an EEG signal by establishing a channel
model with an autoregressive algorithm. We set the order of
the AR model to 8 and used the fitted model coefficients as
features. x(n) is the input signal, y(n) is the output signal, X (z)
and Y (z) are the Z-transform of x(n) and y(n), respectively,
and H (z) is the Z-transform of system response function.
The AR model is built as follows:

y(n) = x(n)−
p∑
i=1

aiy(n− i), ap 6= 0 (4)

The system response of the AR model can be obtained as
follows:

H (z) =
Y (z)
X (z)
=

1
p∑
i=0

aiz−i
=

1
A(z)

(5)

By using Yule-Walker equation to solve AR model coef-
ficients, the final calculated a1, a2, . . . , a8 was taken as the
feature of the EEG time domain.

TABLE 2. Five rhythms of EEG.

FIGURE 3. Illustration of AFB method and traditional 5-rhythm frequency
band method.

b: FREQUENCY DOMAIN FEATURE EXTRACTION
Traditional methods [42] divide EEG signals into five
rhythms of δ, θ, α, β, γ in the range of 0–60Hz, as shown in
TABLE 2.

However, this method of frequency band division is
extremely rough to clearly capture individual differences.
Moreover, if each rhythm calculates one feature, then only
five frequency domain features can be obtained by a single-
channel device, resulting in insufficient number of features,
increasing the difficult of the classifier in identifying legal
users.

Hence, we proposed a method of uniformly dividing the
frequency domain to extract detailed frequency features. The
average frequency band (AFB)method was used in this work.
We divided 3–58 Hz into 28 parts, and the size of each fre-
quency band was 1f = 2Hz, as shown in Fig. 3. The energy
characteristics for each frequency band were calculated as the
differential entropy (DE) as follows:

DE = log(
∫
R

X (w)2) (6)

X (w) is the Fourier transform of data band X (n), and R is
the frequency range of sub-band.

c: TIME-FREQUENCY DOMAIN FEATURE EXTRACTION
The empirical mode decomposition (EMD) algorithm can
decompose itself through its own signal waveform, without
relying on any basis function. Studies [43] have proposed that
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FIGURE 4. EMD decomposition of original resting EEG signals.

this method can be used to deal with nonstationary nonlinear
signals. Data can be decomposed into multilayer intrinsic
mode function (IMF) by the EMD algorithm:

x(t) =
N∑
n=1

IMFn + r (7)

Different filtering [44] effects can be obtained by adjusting
different layers of IMF. Fig. 4 shows five IMFs decomposed
from the original resting EEG data. This figure shows that the
main component of IMF-2 consists of the beta rhythm. Given
that existing studies have provided evidence of the distinct of
beta frequencies for human EEG related to specific sensori-
motor cortical areas, so we mainly focused on the IMF-2 to
extract identity features. Fourier- transform was performed
on IMF-2. Then differential entropy was calculated for each
frequency band uniformly divided from 3–58 Hz.

3) RAYLEIGH QUOTIENT BASED FEATURE SELECTION
We extracted features as personal identity characteristics
from the time (22 features), frequency (28 features) and
time-frequency domains (28 features). In the time domain,
22 features with different methods and parameters were
extracted, and 11 of these linear features are shown in Table 1.
Among the nonlinear features, two are of sample entropy, two
are of approximate entropy and seven are of the AR model
parameters. In the frequency and time-frequency domains,
the features were computed by the AFB method. Each of the
two feature domains has 28 energy features. However, redun-
dancy [45] was observed among these features. For identity
authentication, the features should be stable within each sub-
ject’s data and distinct [46] for each subject. We proposed a
Rayleigh quotient (RQ) based feature selection method for
redundancy reduction and the selection of the most suitable
features from the multi-domain. RQ is calculated by dividing
the between-class distance by the within-class distance. The
features of the large between-class distance and small within-
class distance make setting thresholds easy for classifiers.

FIGURE 5. Feature distribution of different rayleigh quotients.

In the RQ [47] calculation of two features, the character-
istics are t11, t12, t13 . . . , t1n or t21, t22, t23 . . . , t2n. The mean
values of the two features areM1,M2, the variances of the two
features are S1, S2, the intra-class distance is Sw = S1 + S2,
and the inter-class distance is Sb = (M1 −M2)2.
Then the RQ formula of the two features is:

JR =
(M1 −M2)2

S1 + S2
=

Sb
Sw

(8)

The generalized the RQ [48] calculation with multiple
features, it can be transformed into a matrix form:

JR(Ew) =
between− class distance
within− class distance

=

n∑
j=1

n∑
i=1

(Mi −Mj)2

n∑
i=1

Si

=
EwT Sb Ew
EwT Sw Ew

(9)

Fig. 5 presents a clustering diagram of the high and low
RQ features. The small RQ features were dispersed, making
the classification boundary difficult to determine, and thus
increasing the probability of error classification. On the con-
trary, classification accuracy can be improved by selecting
large RQ features.

The RQs of 78 features in the three feature domains were
ranked from large to small, and the top 28 features with the
largest RQ value were selected as the high quality features.

4) ENSEMBLE LEARNING-BASED CLASSIFICATION
Ensemble learning accomplishes classification tasks by
merging the results of multiple classifiers. First, multiple
‘‘single classifiers’’ are generated, then the results are inte-
grated through different strategies. The ensemble classifier
can correct the errors of a single classifier by the voting
decision method. The category with the largest number of
votes is the result of classification, according to the principle
that the minority is subordinate to the majority.

The ensemble classifier must to satisfy two conditions:
(1) The individual classifier has a better classification effect,
otherwise it will reduces the ensemble effect. (2) Individual
classifiers are as independent as possible, otherwise the inte-
gration effect is not obvious. Thus we selected KNN [49],
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FIGURE 6. EEG time domain signals of different subjects.

LDA [50] and SVM [51] as individual classifiers with differ-
ent classification algorithms.

For the KNN classifier, we used the fitcknn function
in MATLAB and set parameters (Distance=’Euclidean’,
NumNeighbors=3). For the LDA classifier, we used the
fitcdiscr function in MATLAB and set the parameter
(DiscrimType=linear). For the SVM classifier, we used the
libsvm toolbox and the radial basis function (RFB) as the
kernel function.

In this experiment, we designed personal-based classifiers
for each participant. The mean of 46 personal classifiers was
considered as the classification performance of the overall
identity authentication system. The personal classifier has
two kinds of labels, samples of one subject (label 1) and
an equivalent sample randomly selected from the remaining
45 users (label 2). We used fivefold cross validation to calcu-
late the accuracy, and recorded false positive rate(FPR) and
false negative rate(FNR).

III. RESULT
A. TIME-DOMAIN AND FREQUENCY-DOMAIN
WAVEFORMS
The waveforms in the time and frequency domains determine
the quality of extracted features. The stability of EEG signals
can be analyzed by drawing waveforms of the same subjects
in different time epochs, and drawing the waveforms of dif-
ferent subjects can analyze the differences among signals.

The time domain results are shown in Fig.6 and Fig.7.
Apparently, the time domain waveform varies greatly among
different subjects (Fig. 6), but the waveform stability of the
subjects is poor (Fig.7). Given the poor signal stability, the
statistical features [38] in the time domain are more suitable
for resting EEG signals than detailed features.

The frequency domain results are shown in the follow-
ing figure. The waveforms of different users are obviously
different in the frequency domain (Fig. 8). Signals in a
single subject vary in stability in the time and frequency
domains. Obviously, the frequency domain features (Fig. 7)

FIGURE 7. EEG time domain signals of the same subject.

FIGURE 8. EEG frequency domain signals of different subjects.

have higher similarity than the time domain features (Fig. 9).
On the basis of the four figures, we can conclude that the
frequency domain is better in terms of discrimination and the
self-stability of subjects.

B. PREPROCESSING
Baseline correction is an important step in data preprocess-
ing. Baseline correction can reduce signal drift, usually by
subtracting a constant from original data. Traditional methods
always use the average amplitude of data before each epoch as
the baseline. Given that resting state EEG signals are unstable
and nearly unpredictable, we proposed that use of the average
amplitude of all data in each epoch as the baseline.

To demonstrate average amplitude of all data’s baseline
performance, we compared the correlation between the same
features extracted from data by using two different baseline
correction methods. We calculated the Pearson correlation
coefficients of the features from two adjacent data after
baseline correction. The correlation of the same feature was
recorded as self- correlation, and the correlation of different
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FIGURE 9. EEG frequency domain signals of the same subject.

FIGURE 10. Comparison of self-correlation and cross-correlation
coefficients using two different baselines.

features was recorded as cross- correlation. Fig.10 shows the
result of the comparison between self-correlation and cross-
correlation coefficients on the basis of two different baselines,
which are the averaged amplitude of data before each epoch
(Baseline 1) and averaged amplitude of each epoch (Base-
line 2). The results show that the cross-correlation of the two
baselines are at the same level. However, the self- correlation
of Baseline 2 is higher than that of Baseline 1, indicating that
the features processed by Baseline 2 have good similarity
at different times. Fig. 10 suggests that Baseline 2 is more
suitable for the resting EEG data, and the averaged amplitude
of each epoch can improve the features’ stability.

Fig.11 shows the classification results of the two baselines.
The features of the two baselines were tested using the KNN,
LDA and SVM classifiers. The result indicates that the SVM
classifier has the highest accuracy, and using the averaged
amplitude of each epoch as the baseline can significantly
improve the classification accuracy of the three classifiers.

C. FEATURE EVALUATION
For identity authentication, features should be able to
describe individual differences, that is, features of different

FIGURE 11. Comparison of the classification performance with two
different baselines.

FIGURE 12. The correlation coefficient matrices of the subjects’ features
in three feature domains.

subjects should be significantly different.Meanwhile, the fea-
tures of the same subject should be stable and unchanged
with time. We calculated the correlation coefficient matrix to
analyze three characteristic domains.

Fig.12 shows the correlation matrix of features between
subjects. For each subject, features were extracted from
the two continuous 25th and 26th epochs in the time,
frequency and time-frequency domains. Then, feature cor-
relation between subjects was calculated. The color of
the square in the matrix represents the correlation coef-
ficients of the two feature vectors between subjects. The
matrix diagonals represent the subjects’ self-correlation, and
the other regions are the cross-correlation between sub-
jects. The results show that features in the frequency and
time-frequency domains have higher self-correlation coeffi-
cients and lower cross-correlation coefficients than those in
the time domain, indicating that features in the frequency
and the time-frequency domains are more stable and less
redundant.

We traind KNN, LDA and SVM classifiers by using fea-
tures extracted from three feature domains. The accuracy
results are shown in Fig. 13. The classification effects of
different classifiers vary, the classification accuracy of IMF-2
features in LDA and SVM was the highest, and the accuracy
of using SVM classifier reaches 90%. Considering the results
of Fig. 12, we believe that the stability and discrimination of
features are important to the improvement of the classifica-
tion accuracy.
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FIGURE 13. Classification results of different feature domains.

FIGURE 14. The correlation coefficient matrix of features between
subjects for different frequency resolutions.

D. FEATURE SELECTION
To reduce the feature dimension and obtain high quality
features, we used the frequency domain as an example to
study the optimal number of features.

We evaluated the features extracted from the frequency
domain using different frequency resolutions (5 rhythms of
EEG and uniformly divided 28 bands). The correlation coef-
ficient matrix of the features between subjects are shown
in Fig.14. The results, show that the self-correlations are
relatively the same and high in for the two frequency reso-
lutions, indicating that the frequency features are stable in
the subjects. However, compared with the EEG 5 rhythms,
a fine frequency resolution (2 Hz) can significantly reduce
the correlation between subjects, indicating more disguisable
between subjects.

The results of the three classifiers under the open-eye and
closed-eye states are shown in Fig. 15. Classification accu-
racy in KNN, LDA, and SVM can be significantly improved
by using a fine frequency resolution (1f = 2Hz).
We found that the frequency features’ resolution and quan-

tity greatly influence accuracy. To explore the optimal num-
ber of selected features, we divided the 3–58 Hz frequency
domain as evenly as possible into 1 to 28 bands with resolu-
tions ranging from 1f = 58Hz to 1f = 2Hz.

FIGURE 15. Comparison of classification accuracy using different
frequency resolutions.

FIGURE 16. Number of features and classification accuracy.

Fig.16, shows that the accuracy of resting eyes open is
always higher than that of resting eyes closed. The accu-
racy improved with the increase in the number of features.
Fig.16 shows that the improvement of the frequency feature
resolution and feature dimension plays a positive role in
classification and identification.When the number of features
is higher than 25, the accuracy tends to stop increasing,
indicating that increase in the number of features alone is
not a continuous improvement of accuracy. On the basis of
the above experimental results, we set the optimal number of
feature selection to 28.

As mentioned above, the RQ was used for the selection
of the best subset of features. Given the difference among
features, the min–max normalization method was used in the
mapping of features uniformly distributed from 0 to 1:

xNormalization =
x − Xmin

x − Xmax
(10)

TABLE 3 shows the result of the selected features. A total
of 28 features with the highest RQ were chosen from the
78 features. The results show that the number of different
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TABLE 3. The top 28 features with the highest rayleigh quotient.

feature domains of the two resting states is 7:8:13 and
8:10:10 in the time, frequency and time-frequency domains,
respectively. The rate at which the features in the frequency
and time-frequency domains are selected is higher than that
at which the features in the time domain is selected, whereas
the time domain features have the highest RQs. Among the
frequency and time-frequency features selected by the RQ
method, beta and gamma frequency bands account for a large
proportion because the amplitude of the beta band is larger in
the resting state, and the gamma band is a related band. This
may indicate that the features from themulti-domain are com-
plementary to each other and capture the individual’s identity
information from different aspects. Moreover, we found that
the mean RQ for features extracted from the eyes open resting
EEGdata is higher than that from the eyes closed resting state,
suggesting that the eyes open resting EEG data contain more
identity information of each subject.

AR(8)-4 represents the fourth coefficient in the 8-order AR
model in the time domain.

Apen(3) represents the approximate entropy in the time
domain where m equals 3.

Freq 51-52 (Hz) represents the 51-52 Hz energy features
calculated in the frequency domain using the AFB method.

IMF 31-32 (Hz) represents the 31-32 Hz energy features
calculated in the time-frequency domain through the AFB
method

FIGURE 17. Accuracy of different feature selection methods.

FIGURE 18. Classification results of ensemble classifiers.

Given that principal component analysis (PCA) is a tradi-
tional method for feature dimension reduction, PCA was also
used to reduce the 78 features to 28 dimensions. Furthermore,
to verify the effect of feature selection, the features extracted
from each domain were used for separately classification and
their averaged accuracywere comparedwith those using PCA
and RQ-based feature selection. Fig.17 shows the compari-
son of classification accuracy under the eyes open and eyes
closed resting states. PCA and RQ based feature selection
method significantly improve the classification accuracy. The
RQ-based feature selection’s accuracy reaches 94% under
the eyes open resting state. The RQ-based feature selection
has higher classification accuracy than PCA-based method
under the two resting states. The result reveals the impor-
tance of feature selection and the superiority of our proposed
RQ-based feature selection method.

E. CLASSIFICATION
The previous experimental results present the individual clas-
sifier results, and the SVMexhibits the best classification per-
formance. The features selected by the PCA and RQmethods
are entered into the ensemble classifier as shown in Fig.18.
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TABLE 4. Feature selection and ensemble classifier results.

TABLE 5. Comparisons with previous papers.

Fig.18 indicates that the ensemble classifier has the best
classification results. The voting strategy can reduce the clas-
sification interference of a single classifier and correct the
errors of individual classifiers. After the features selected
based on the RQ and the ensemble classifier are used,
the averaged classification accuracy reaches the highest value
95.48% (FPR=3.77%, FNR=5.27%) under the eyes open
resting state. Furthermore, accuracy of the ensemble classifier
is higher than that of the SVM classifier by 1%.

TABLE 4 presents that the classification results of the
46 subjects’ data sets. Classification performance under the
eyes open resting state was better than that under the eyes
closed resting state. This result indicates that the eyes open
resting state EEG may involve many conscious activities
recorded by the frontal electrode, which is essentially helpful
for identity authentication.

IV. DISCUSSION
With the development of brain science in the field of identity
authentication, various stimuli have been used for identity
recognition. TABLE 5 presents the comparison between our
study with the achievements with regard to the use of EEG
in identity authentication in recent years. Our method has
certain advantages in different aspects. In terms of the number
of subjects, we collected 92 times resting data from 46 sub-
jects and constructed a database with sufficient samples.
We selected the resting state, which is the simplest task
state, not only for convenience and practicability, but also
for addressing signal the fluctuation. In terms of time con-
sumption, 2 seconds of authentication time approaching daily
requirements. In resting state, we consumed the shortest time,
indicating the convenience and practicability of our method.
Reducing the number of electrodes to one can minimize the
preparation time. The comparison of the final correct rates
indicates that our correct rate can exceed 95%, confirming
the effectiveness of the authentication system.

V. CONCLUSION
To simplify the process of EEG identity authentication and
increase operability, work selected the resting state and used
a single-channel device with dry electrodes. Mixed methods
were used in the experiment, and stability and accuracy were
improved significantly through the average amplitude base-
line method, three feature domains extraction, RQ feature
selection and ensemble classifier design. The results show
that 28 features can maintain classification accuracy and
reduce data dimension, and the open-eye state has a higher
accuracy than the closed-eye state. The EEG identity authen-
tication method in this experiment can reach 95.48%.

Although EEG is affected by emotions, sleep and other
factors in practical applications, the electromagnetic envi-
ronment and interference in reality is difficult to predict.
However, this work provides an effective method for the data
processing stage, increasing the feasibility of extending the
EEG identity authentication from laboratory to real life.
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