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ABSTRACT One of themost usefulmethodologieswhich provide a specificwaveform showing the pulsating
peripheral blood flow in a non-invasive manner is Photoplethysmography (PPG). The design, application and
implementation of a PPG system are quite inexpensive and have a very easy maintenance. Without having
direct contact with the surface of the skin, PPG can easily take the measurements. Therefore, PPG has a
good medical competency and due to its widespread availability, it has a lot of advantages. A PPG signal
can sometimes be substituted or complemented by an Electrocardiography (ECG) signal as it can provide
Heart Rate Variability (HRV) analysis. In this work, an in-depth analysis of classification of Cardiovascular
Disease (CVD) is done with the help of Capnobase dataset. Initially, metaheuristic optimization algorithms
are utilized as dimensionality reduction techniques and then the dimensionally reduced values are classified
with the help of different classifiers for the classification of CVD. The results show that for the PPG
normal cases, a high classification accuracy of 99.48% is obtained when Chi square Probability Density
Function (PDF) optimized values are classified with Artificial Neural Networks (ANN) and a second highest
classification accuracy of 98.96% is obtained when Chicken swarm optimized values are classified with
Naïve Bayesian Classifier (NBC). Similarly when the PPG abnormal cases or PPG with CVD cases are
concerned, a high classification accuracy of 99.48% is obtained when Chi square PDF optimized values are
classified with Logistic Regression and a second highest classification accuracy of 98.96% is obtained when
Chi square CDF optimized values are classified with Gaussian Support Vector Machine (SVM) and when
Chicken swarm optimized values are classified with NBC.

INDEX TERMS PPG, HRV, cardiovascular, classification, optimization.

I. INTRODUCTION
To detect the changes in the blood volume levels of the blood
vessels by means of utilizing optical techniques, PPG serves
as an efficient one as it is non-invasive and quite simple in
nature [1]. The light is passed through the blood vessels by
means of an infrared emitter. The light reflected from the
vessels is detected by detector. Both the emitter and detector
is placed on a transducer and then it is kept on a finger.
Generally, the configuration used to keep the emitter and
detector on a finger is by means of using a reflected type.

The associate editor coordinating the review of this manuscript and

approving it for publication was Zijian Zhang .

To obtain PPG signals experimentally, the transducer used is
Infrared plethysmography [2]. An Infrared (IR) photoelectric
sensor is utilized by the transducer to trace the changes in the
tissues of blood volume. The variation in the blood volume
is reflected by the obtained PPG waveforms and is generally
synchronized with the heartbeat.

Through various invasive and non-invasive methods, dis-
tinct diseases can be diagnosed. The most significant inva-
sive techniques are endoscopy, angioplasty etc. They are
quite expensive, time-consuming and require a high mainte-
nance. The non-invasive techniques are quite reliable, easy
to use and have good compatibility. To record the changes in
the blood, various non-invasive plethysmography techniques
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are used such as strain gauge, photo impedance plethys-
mography [3]. PPG is a simple technique that allows for
incessant, non-invasive determination of heart rate which
is mandatory in the Intensive Care Unit (ICU). It is also
used for the peripheral blood flow assessment and venous
filing time. For measuring oxygen saturation, cardiac out-
put, blood pressure, the PPG technique is used in a wide
range of commercially available medical devices [4]. For
assessing autonomic functions and for detecting peripheral
vascular diseases, it is used. The recording equipment for
a PPG is lighter and less bulky than an Electrocardiogram
(ECG) device. A very few opto electronic components are
required by PPG. A light is used to illuminate the tissue and to
measure the minor variations in the light intensity associated
with catchment volume changes. Despite being very simple,
the origin of the various components of the PPG signals
are not understood [5]. It is generally known that they can
provide general information about the cardiovascular system.
Often contaminated with noise and artifacts, pre-processing
is often required to remove it and it includes procedures like
normalization and artifact removal [6]. The main artifacts
are powerline interference, motion artifacts, low amplitude
PPG signal and Premature Ventricular Contraction (PVC).
The general parameters which are extracted from the PPG
signal analysis are the Heart Rate (HR), Pulse Transit Time
(PTT), Pulse Wave Velocity (PWV) and Stiffness Index
(SI). The types of features extracted from PPG are systolic
amplitude, pulse width, pulse area, peak-to-peak interval,
pulse interval, augmentation index and large artery stiffness
index [7].

Some of the prominent works in the PPG signal analysis
and its application to various biomedical fields are men-
tioned as below. For heart rate monitoring from PPG signals,
a robust motion artifact reduction algorithm was designed
by Baca et al. [8]. Independent Component Analysis (ICA)
was used to reduce the motion artifact in PPG by Kim and
Yoo [9]. Kalman smoother was used to eliminate the motion
artifacts from PPG signals [10]. Wavelets were evaluated in
detail for reducing the motion artifacts in PPG signals by
Raghuram et al. [11]. AnAS-LMS adoptive filter was utilized
to reduce the artifacts in PPG signals by Ram et al. [12].
A wearable PPG sensor was used for the development of
the irregular pulse detection techniques by Suzuki et al. [13].
The Heart Rate Turbulence (HRT) was analyzed by Gil et al.
which was mainly based on PPG [14]. For automatic detec-
tion of Pre-ventricular Contraction (PVC), a PPGmethodwas
used by Solosenko et al. [15]. With the help of chaotic fea-
tures and Higher Order Statistics (HOS), the automatic detec-
tion of PVC based on PPG was done by Yousefi et al. [16].
Cardiac arrhythmia classification was done for PPG signals
by Polania et al. [17]. From PPG and ECG signals, the inter
beat and inter pulse intervals was found by Nano et al. [18].
An automatic beat detection algorithm was devised for pres-
sure signals by Aboy et al. [19]. In this work, an interest-
ing approach of utilizing various metaheuristic algorithms
for dimensionality reduction was done and then the

FIGURE 1. Normal Signal.

FIGURE 2. Abnormal Signal.

dimensionally reduced values are classified using various
post classifiers.

II. MATERIALS AND METHODS
This dimensionality reduction and classification methodol-
ogy has been validated utilizing many PPG recordings with
a different waveform of morphology from IEEE TMBE
Pulse Oximetry dataset of the Capnobase database [20]. The
dataset has raw PPG signal recordings of 8-minute dura-
tion. Annotated representation signals such as Inhaled and
Exhaled CO2 (Capnogram), pressure and respiratory flow
is contained in the database. The Capnobase has consistent
recordings of about 13 adults and 29 pediatrics. Observable
events like rebreathing, cardiac oscillations, hyperventilation,
hypoventilation, in adequate ventilation, apnea, respiratory
rate changes are present. The entire IEEE benchmark dataset
from Capnobase database (42 records) has been considered
for the experiment, 14 normal and 28 for Cardiovascular
detection. Fig. 1 and Fig. 2 shows the normal and abnormal
versions of the PPG signal respectively.

In this study, the classification of PPG, whether it is nor-
mal, or it has CVD has been carried out. The PPG signal
dataset has been sampled at a sampling rate of 100 Hz.
The data sample length obtained is around 1,50,000 sam-
ples. The block diagram of the work is shown in Fig. 3.
The PPG signals are pre-processed with the help of
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FIGURE 3. Block Diagram of the Work.

Independent Component Analysis (ICA) and then the dimen-
sionality of it is reduced with the help of metaheuris-
tic optimization and finally classified for the analysis of
normal/CVD.

III. DIMENSIONALITY REDUCTION TECHNIQUES
The optimization techniques used for dimensionality reduc-
tion here are categorized under three different categories
such as model based optimization, probability-based opti-
mization and search based optimization techniques. Model
based optimization includes Density Peaks optimization,
probability based optimization includes Chi square Proba-
bility Density Function (PDF) optimization and Chi square
Cumulative Density Function (CDF) optimization and search
based optimization includes Harmonic search optimization,
Elephant search optimization, Particle swarm optimization,
Chicken swarm optimization and Cat swarm optimization
techniques.

A. CHI SQUARE PDF OPTIMIZATION
The chi square statistic looks quite different from other sta-
tistical tests. The chi square statistic is the same for both
the test of independence and goodness of fit test [21]. When
the data is obtained from the sample, it is referred to as
observed number of cases. These are represented as the fre-
quency of occurrence for every category into which the data
is segregated. In chi square tests, the null hypothesis makes a
statement which concerns about the expected number of cases
in every category if the hypothesis is correct. The chi square
test is based on the difference between the observed and the
expected values for every category. The chi square statistic is

defined as:

χ2
=

∑
i

(Oi − Ei)2

Ei
(1)

where Oi denotes the observed number of cases in category i,
Ei denotes the number of cases in category i

By computing the difference between the observed number
of cases and the expected number of cases in every category,
the chi square statistic is obtained. Then the squaring of
the difference is done and divided by the expected number
of cases in that category. Such values are added for all the
categories and then the total value is referred as chi square
value. Depending on the data distribution, the null hypothesis
can be of great concern. For the chi square test, the null and
alternative hypothesis is as follows:

H0 : Oi = Ei
H1 : Oi 6= Ei (2)

If the claim done in the null hypothesis is true, then the
observed values and the expected values are pretty close to
each other and Oi − Ei is quite small for every category.
When the observed data does not ally to what has been
expected on the context of null hypothesis, then the dif-
ference between them is, Oi − Ei is large. When the null
hypothesis is not true, the chi square statistic is large and
when the null hypothesis is true, the chi square statistic is
small. Based on the number of categories which are uti-
lized in the calculation of statistic, the degree of freedom
is dependent on it. The chi square statistic and chi square
distribution allows the researcher to determine whether the
data is distributed as claimed or not. The chi square distri-
bution is easily implemented by the chi square distribution
class. As it has one constructor which assumes the degree of
freedom as its only argument, extreme optimization is done
easily.

B. DENSITY PEAKS OPTIMIZATION
Density peaks optimization through clustering are also a
widely used technique in clustering analysis. Here the clusters
are represented by a higher density than their respective
neighbours and by a pretty large distance from points con-
taining the higher densities [22]. Two quantities are utilized
in density peak clustering, firstly the density γj of point yj and
the other is its respective distance ρj from points having the
higher densities. The definition of the density γj of point yj is
expressed as:

σj =
∑
i

exp

(
−
D
(
yj, yi

)2
2σ 2

)
(3)

where D
(
yj, yi

)
is the Euclidean distance between points yj

and yi, σ indicates variance.
Pseudocode for the definition of σ is given in

Pseudocode 1.
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Pseudocode 1:

(1) Input: Dataset Y =
{
yj, yj ∈ <Q, j = 1, 2, . . . ,m

}
,

the total number of points m and a predefined parameter
w

(2) Output: The value of σ
(3) Start
(4) The pairwise distance between the points is calculated

and sorted in ascending order, that is {d1, d2,
. . . , dm(m−1)/2}

(5) Threshold calculation th =
[
w ∗ m(m− 1)

/
2
]

(6) Calculate σ = dth
(7) End
Between the points yj and the other points with higher densi-
ties, the distance ρj is denoted as:

ρj =

 min
i:γj:γi

(
d
(
yj, yi

))
, if γj < γi

max
i

(
d
(
yj, yi

))
, otherwise

(4)

For each point when the density γj and the distance ρj are
calculated, the points with higher γj and ρj are considered as
cluster centres.

C. HARMONIC SEARCH OPTIMIZATION
When working with Harmonic search optimization through
clustering, an unconstrained optimization problem is
expressed as follows min f (Z ), such that:

Qzi ≤ zi ≤ Vzi (5)

where f (Z ) denotes the object function, Z indicates the set
of every decision variable, zi is the ith decision variable, Qzi
is the lower bound of the ith decision variable and Vzi is the
upper bound of the ith decision variable. The following five
steps should be taken to solve the standard Harmonic Search
problem [23].

Step 1: The parameters of the problem algorithm are initial-
ized. The problem parameters like m, Qzi, Vzi are initialized
in this step. Four more algorithm parameters are initialized
which includes Harmony Size (HMS), Pitch Adjusting Rate
(PAR), Harmony Memory Considering Rate (HMCR) and
the stopping criterion or the highest number of improvisation
(Tmax).
Step 2: The harmony memory is initialized. This Har-

monic Search is quite similar to Genetic Algorithms (GA).
In GA, it is population dependent optimization algorithm, but
the population in Harmonic search is referred as Harmony
Memory (HM) which is constructed as solution vector. The
representation of HM is as follows:

HM =


z11 z12 ... z1m
z21 z21 ... z2m
: : : :

zHMS1 zHMS2 ... zHMSm

 (6)

where zij is the j
th decision of the ith solution vector. The HM

is initialized randomly in a general manner. For zij, with the

help of following equation it can be generated as:

zij = Qzj +
(
Vzj − Qzj

)
× rand () (7)

where rand () expresses a random number between 0 and 1.
Step 3: A new harmony is improved. A novel harmonic

vector Znew =
(
znew1 , znew2 , . . . , znewm

)
is improved using

the following three rules (1) pitch adjustment (2) harmony
memory consideration (3) randomization. The probability of
pitch adjustment is dependent on PAR and the probability of
harmony consideration is dependent on HMCR. For example,
the ith variable znewi of the normal harmony vector is expressed
as follows:

znewi = znewi ∈

{
z1i , z

2
i , . . . , z

HMS
i

}
znewi = Qzj + (Vzi − Qzi)× rand () (8)

Before the generation of the variable, a random vector r1
should be generated between 0 and 1, so that r1 could be
compared with HMCR, if r1 ≤ HMCR, it can be utilized
for variable improvisation. If the variable is obtained from
the HM, then it should be adjusted with probability PAR as
follows:

znewi = znewi ± bw× rand () (9)

with Probability PAR. The arbitrary distance rand () between
0 and 1 and bandwidth is expressed as bw.

Step 4: The Harmony Memory is updated. In terms of
objective function value, if the new improved harmony vector
is better than the worst harmony vector, then the new harmony
vector easily supersedes the worst harmony vector.

Step 5: The stopping criterion is checked. If there is a
good satisfaction in the stopping criterion, then the iteration
is terminated otherwise the steps 3 and 4 are repeated.

The pseudocode for the simple harmony search algorithm
is given in Pseudocode 2 below;
Pseudocode 2:
Parameter and HM initializations
While t < Tmax do

For i = 1 to m do
If rand () ≤ HMCR then

znewi = zji, where j ∼ V (1, 2, . . . , HMS)
If rand () ≤ PAR then

znewi = znewi ± bw× rand ()

End if
Else

znewi = Qzj + (Vzi − Qzi)× rand ()

End if
End for
HM Updation

End while
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D. CHI SQUARE CDF OPTIMIZATION
IfQ1, . . . ,Qk are independent, standard random normal vari-
ables, then the sum of their squares is expressed as:

H =
l∑
i=1

Q2
i (10)

It is distributed according to the Chi square distribution with
l degree of freedom. This is expressed as:

H ∼ χ2(l) or H ∼ χ2
l (11)

Only one parameter is found in Chi square distribution: l,
a positive integer that denotes the total number of degree
of freedom [24]. The PDF of the chi square distribution is
expressed as:

f (x; l) =


x
l
2−1e−

x
2

2
l
20
( l
2

) , x > 0

0, otherwise

 (12)

where 0
( l
2

)
expresses the gamma function, where the inte-

ger l has closed-form values.
For Chi square CDF;

F (x; l) =
γ
( l
2 ,

x
2

)
0
( l
2

) = P
(
l
2
,
x
2

)
(13)

where γ (w, t) denotes the lower incomplete gamma function
and P(w, t) denotes the regularized gamma function.
If l = 2 is assumed as a special case, then the function

becomes as represented below:

F(x; 2) = 1− e−
x
2 (14)

For other small even values of l, it gives easy way for its
computation because of the integer recurrence in the gamma
function. If q = x

/
l, then the Chernoff bounds for both

lower and upper tails of the CDF is traced. For cases where
0 < q < 1, then:

F (ql, l) ≤
(
qe1−q

)l/2 (15)

When q > 1, the tail bound for such cases is expressed as:

1− F (ql; l) ≤
(
qe1−q

)l/2 (16)

When the Chernoff bounds for both lower and upper tails of
the CDF is traced, then the optimization is achieved easily.

E. ELEPHANT SEARCH OPTIMIZATION
It is a famous heuristic search optimization algorithm. The
characteristics and behavior of an elephant is mimicked by
this algorithm and its implementation is dependent on dual
search mechanism [25]. Generally, elephants thrive in groups
and an elephant group is divided into several sub-groups
under the dynamic leadership of the oldest elephant in the
entire group. The characteristics of this elephant head is mim-
icked by Elephant Search Algorithm (ESA). Elephants gen-
erally have a different social structure, the female elephants

prefer to live in a family group whereas the male elephants
always prefer to live in isolation. The female elephants are
responsible for spatial enhancement and the male elephants
are responsible for exploration of the target areas. As an
effective search optimization algorithm, it has 3 scenarios.

(i) To get the optimal solution, the solution is refined
iteratively by the search process.

(ii) The local search at the place is done intensively by the
chief female elephant so that there is a high probability of
finding the best solution.

(iii) The male elephants have a primary duty to explore out
of the local optima area. Thus the elephant’s biological behav-
ior is important to determine the features and characteristics
but makes the inspiration process quite interesting. The ESA
is explained as follows:

As the elephants live together under the dynamic lead-
ership of the oldest elephant, assume the elephant clan is
represented as cla. The elephant f in the clan cla is expressed
according to the following equation:

Znew,cla,f = Zcla,f + q.
(
ZBest,cla − Zcla,f

)
.r (17)

where Znew,cla,f are the new updated and old position values
for the elephant f in clan cla and q ∈ [0, 1] is a factor which
assesses the effect of clan cla on Zcla,f . ZBest,cla indicates the
clan cla, and r ∈ [0, 1]. When Zcla,f = ZBest,cla, the fittest
elephant is expressed by the following equation as:

Znew,cla,f = α.Zcentre,cla (18)

where α ∈ [0, 1] indicates the effect of the Zcentre,cla on
Znew,cla,f . Then for the new individual Znew,cla,f , the l th

dimension is updated as Zcenter,cla,l = 1
mcla

.
∑mcla

f=1 Zcla,f ,l ,
where 1 ≤ l ≤ L represents the l th dimension and L is
its total dimension. mcla is the total number of elephants in
the clan cla, and Zcla,f ,l is the l th dimension of the elephant
individual Zcla,f . As the male elephants leave this group to
stay in isolation, this situation can be simulated by means
of separating operator to solve the complicated optimization
problems. To enhance the search ability of this algorithm,
the individual elephant with a poor fitness case shall imple-
ment the separating operator as follows:

Zworst,cla = ZMin + (ZMax − ZMin + 1) .Rand . (19)

where Zmax and Zmin represent the upper bound and lower
bound of the elephants individual position. Zworst,cla indicate
the worst individual elephant in class cla. Rand ∈ [0, 1] is
a stochastic distribution. Therefore, clan updation and sep-
arating operator implementation is very important in ESA
algorithm as it aids in the optimization process.

F. PARTICLE SWARM OPTIMIZATION
The PSO uses some basic parameters and definition of the
optimization process and then initiate it with an initial random
population called particles [26]. For the main problem, each
of these particles has a possible solution and is processed as a
part in q-dimensional space. Here in our work, every particle
has a specific position traced by
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zkj =

(
zkj1, z

k
j2, . . . , z

k
jq

)
and a velocity traced by

vkj =
(
vkj1, v

k
j2, . . . , v

k
jq

)
.

The velocity of each particle is updated as:

vk+1j = wjvkj + c1r1
(
pbestj − zkj

)
+ c2r2

(
gbestj − zkj

)
(20)

where r1 and r2 are the random selection in the range [0,1]
and c1 and c2 are the acceleration coefficients that inspect the
motion of particles.

The position of each particle is expressed as:

zk+1j = zkj + v
k+1
j (21)

If a particle has a best position, then it is progressed to the
next. The representation of the best position is expressed
as pbest and the representation of the best position of all
particles is expressed as gbest .
The weight function is expressed as:

wj = wmax −
wmax − wmin

kmax
× k (22)

The pseudocode is given as follows.
Pseudocode 3:
Load objective function f (z)
Initial population and velocity generation of q particles
Global best finding at k = 0
While

(∥∥min f (k + 1)− min f (k)
∥∥) ≤ tolerance or k >

max number of iterations)
Calculate new velocity and position of each particle
Fitness evaluation
If f

(
zj (k + 1)

)
< f

(
pbestj(k)

)
pbestj(k + 1) = zj(k + 1)

Global best Updation
Weight Updation

k = k + 1

End

G. CHICKEN SWARM OPTIMIZATION
The behavior of the chicken swarm and its hierarchical order
is mimicked by this Chicken Swarm Optimization Algo-
rithm (CSOA) [27]. By various groups the chicken swarm
can be explained. Every group consists of only one rooster
and many hens and chicks. Between the various chickens in
the swarm, there is a competition in a required hierarchical
order. The social life of the chickens such as structure of the
flock which includes hens, chicks, mother hens is determined
by the hierarchical order. The chicken swarm behavior differs
greatly with male and female. The food is searched positively
by the head rooster and it fights with the neighboring chicks
who are around the search space of the group. The chicken
that looks out actively for food will be consistent and on
par with the head rooster while the other chicken which
are submissive in nature shall also search for food in the
same location. Therefore, in this swarm, a heavy competi-
tion prevails between the chickens and therefore chicks seek

their food around their mother. The mathematical model of
CSOA for our work is expressed as follows. This swarm has
several groups such as rooster, hens and chicks. The chickens
which has the several best fitness values are assumed to be
roosters, while the chickens with worst fitness values are
assigned as chicks and the others can be hens which can
easily choose the group to live in. Between the hens and
chicks, this hierarchical order is updated under several time
steps, say T . Therefore, to search the food, the chickens will
follow their groupmate rooster. The food search by the chicks
is done around their hens. Assuming the ZR, ZH, ZC and
ZM indicate the number of roosters, hens, chicks other hens
respectively. The best ZR chickens are assumed to be roosters
while the worst ZC ones will be indicated as chicks. Assume(
Aqf ,g, f ∈ [1, 2, . . . ,Z ] , g ∈ [1, 2, . . . ,Y ]

)
indicate all the

Z virtual chickens at time step q. The rooster which have
the best fitness value shall access to food easily than others
who have the worst fitness value. This can be mathematically
modelled as:

Aq+1f ,g = Aqf ,g.
(
1+ rand

(
0, α2

))
(23)

α2 =


1, if bf ≤ bc

exp

((
bc − bf

)∣∣bf ∣∣+ ε
)
, c ∈ [1,Z ] , c 6= f

 (24)

where
(
0, α2

)
is a standard Gaussian distribution where

0 explains the mean and α2 indicates the standard deviation,
ε explains a minor value which is not to be divided by zero.
From the rooster groups, the random selection of the rooster
is done and it is expressed by cwhich is nothing but the index
of rooster. For each corresponding ‘α’, the fitness value is
represented by ‘b’. In this chicken swarm, the hens are led by
the group mate roosters to search this food. This situation is
modelled as:

Aq+1f ,g = Aqf ,g + T1.rand .
(
Aqr1,g − A

q
f ,g

)
+T2.rand .

(
Aqr2,g − A

q
f ,g

)
(25)

T1 = exp
(b1 − br1)

abs
(
bf
) + ε (26)

T2 = exp
(
br2 − bf

)
(27)

where rand denotes a random value in the interval [0, 1], r1
and r2 ∈ [1, 2, . . . ,Z ] are rooster index and chicken index
respectively, r1 6= r2. Therefore T2 < 1 < T1 is possible
only if bf > br1, bf > br2. Assuming that T1=0, then the f th

hen shall not move around her head rooster and shall search
for food by itself. If T2=0, then the f th hen shall seek for
food in its surrounding environment. Because of the heavy
competition in the group, the value of T1 and T2 should be
completely different. Then the movement of the chicks and
their mother to search for food is modelled as:

Aq+1f ,g = Aqf ,g + KL.
(
Aqm,g − A

q
f , g

)
(28)

where Aqm,g indicates the position of the f th chick’s mother
and m ∈ [1,Z ]. KL is a parameter and it belongs to 0,
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indicating that the chick follows its mother to obtain the food.
Therefore the two important parameters in this algorithm are,
initially the total number of iterations F and secondly the
updation of the relationship interval G. F and G is set based
on the clustering problem. If F is small, then finding a local
optimum is easy by this algorithm aiding in the optimization
and if F is very large, then it cannot converge to the global
optimum quickly in a conducive manner.

H. CAT SWARM OPTIMIZATION
The behavior of the cats can be imitated by an optimiza-
tion algorithm called cat swarm optimization [28]. To find
the optimal solution to some applications it has been used.
During the resting period of the cats, the seeking mode is
implemented and during the alert period, the training mode is
implemented which corresponds to the local search technique
in order to obtain the optimal solution of a given problem.

1) MODE OF SEEKING
This behavior comprises of 4 factors such as i)finding the
Memory Pool (MP) which aids to define the pool size of the
seeking memory, ii)then finding the selected range dimen-
sions (SRD) is done which helps to define the minima and
maxima values of the range, iii) finding the total number
of dimension counts and finding the supposed to change
parameters which indicates the dimension number and finally
iv) Self position consideration which is nothing but a Boolean
variable. To make sure that the cats spend their valuable
time in observation and resting periods, a small term called
Mixture Ratio (MR) is used. The procedure is explained as
follows:

(a) For finding cats, the MR is selected randomly as a
fraction of population nq.

(b) Implement the memory pool copies for the jth cat
(c) The position of each copy as an approximation of the

SRD fractions of the present value is done randomly
and then replace it.

(d) The evaluation of the fitness value for all the copies is
done.

(e) For all the copies, the probability of each candidate
is calculated and then the best one is placed at the
position of the jth finding cat.

(f) To make sure that all the cats are involved, the step
(b) of this procedure is repeated:

2) MODE OF TRACING
In the optimization process, the tracing mode is considered as
an exploration technique.With a high energy, the cat can trace
the intended target. By changing its position, the chase of the
cat can be modelled in a mathematical form easily. Therefore,
in the D-dimensional space, the position and velocity of the
jth cat is defined by:

Qj =
(
Qj1,Qj2, . . . ,QjD

)
and (29)

Wj =
(
Wj1,Wj2, . . . ,WjD

)
and 1 ≤ d ≤ D (30)

TABLE 1. Permutation entropy values.

For a cat swarm, the best position Zgbq can be explained as
follows:

Zgbq =
(
Zgbq1,Zgbq2, . . . ,ZgbqD

)
(31)

The steps involved in the tracing mode are presented as
follows:

(a) For the jth cat, the new velocity is calculated by the
following mathematical form as:

Wjd = jy.Wjd + ac.rn.
(
Zgbqd − Zjd

)
(32)

where jy represents the inertia weight, the acceleration
constant is expressed as ac and rn is a random number
selected in the interval [0,1]. The global best Zgbq is
selected in a random fashion from the external archive.

(b) For the jth cat, the updated position is evaluated by the
following equation and is represented as Zjd = Zjd +
Wjd

(c) The respective boundary value is modelled to be a new
dimension.

(d) The fitness of each cat is evaluated.
(e) With the help of the position of the cats, the contents

of the archive can be updated easily thereby achieving
the dimensionally reduced values.

The complexity of a dynamic system can be quantified by a
robust time series tool called Permutation Entropy [29]. The
order relations between the time series values and the proba-
bility distribution extraction of the ordinal patterns is captured
by the permutation entropy. The Permutation Entropy for all
the dimensionality reduction values through optimization is
computed in Table 1.

Normal value for Permutation Entropy is always greater
than CVD value of Permutation Entropy. Here M is dimen-
sion and embedded time lag t=1 is assumed. A famous
way of inferring information from cross-variance matri-
ces is by means of using Canonical Correlation Analysis
(CCA). If there are two vectors of random variables such as
A = (A1, ..,Am) and B = (B1, . . . ,Bm) there is a signifi-
cant correlation among the variables and therefore the linear
combinations of A and Bwhich has the maximum correlation
with each other is found out by CCA. Thus, for investigating
the relationship between two sets of variables, CCA is used.
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TABLE 2. Canonical correlation analysis values for all the optimized values among Normal/CVD.

TABLE 3. Average canonical correlation analysis among Normal/CVD.

The CCA for all the optimized values is expressed in Table 2.
The Average CCA value for all the optimized values is given
in Table 3.

For a single patient, 1,50,000 (1000 x 150) data is reduced
to 15,000 only through the process of dimensionality reduc-
tion (1000 x 15). Table 2 shows the value of CCA with
15 column values which are transposed. The CCA value of 1
is always perfect whereas correlation zero implies that there
is no correlation. CCA value of 0.4 to 0.5 leads to overlap-
ping nonlinear clusters with lesser correlation among two
classes. The histogram plot is nonlinear and is evident from
Figures below. Fig. 4 shows the histogram plot of Density
optimized values for CVD person. Fig. 5 shows the histogram
plot of Density Peak optimized values for Normal person
and it proves that the Histogram is normal and Gaussian in
nature. Fig. 6 shows the Scatter plot for Chi square PDF
normal and CVD patient. It is observed in the scatter plot that

FIGURE 4. Histogram Analysis of Density Peak optimized values for CVD
person.

both classes are overlapped at two distinct corners, which is
evident in the close correlation of first three optimized values
in Table 2. Fig. 7 elucidates the Scatter plot for Chi square
CDF normal and CVD patient. Fig. 8 shows the Scatter plot
for cat swarm optimized values and it indicates the lesser
overlapping among the classes. Fig. 9 explains the Histogram
of PSO optimized values for normal cases. Fig. 10 shows
the Histogram of PSO optimized values for CVD. Both the
Fig. 9 and Fig. 10 shows that the optimized values are cen-
tered or converged towards the centroid of the optimized
values.
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FIGURE 5. Histogram Analysis of Density Peak optimized values for
Normal person.

FIGURE 6. Scatter plot for Chi square PDF normal and CVD patient.

FIGURE 7. Scatter plot for Chi square CDF normal and CVD patient.

IV. CLASSIFICATION TECHNIQUES
The dimensionally reduced values are then classified with the
classifiers as discussed in the upcoming subsections.

A. LOGISTIC REGRESSION
One of the most commonly used classifiers is Logistic
Regression. For a binary classification problem, to future

FIGURE 8. Scatter plot for Cat swarm optimized values scatter plot.

FIGURE 9. Histogram of PSO optimized values normal.

FIGURE 10. Histogram of PSO optimized values CVD.

estimate the value of a predictive variable z when z ∈ [0, 1],
0 implies negative class and 1 implies positive class. To pre-
dict the value of z, it also utilizes multi classification when
z ∈ [0, 1, 2, 3].
To classify two classes 0 and 1, a hypothesis h(θ) = θTW

is designed. The classifier output threshold value of hθ (w) is
0.5. If the value of hypothesis hθ (w) ≥ 0.5, then it shows that
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z = 1 implying that the person has Cardiovascular disease
and if hθ (w) < 0.5, then z = 0 implying that the person
is healthy. Therefore, under the condition 0 ≤ hθ (w) ≤ 1,
the prediction of Logistic Regression is done [30]. The Logis-
tic Regression function is expressed as:

hθ (w) = q
(
θTW

)
(33)

where q(v) = 1
(1+w−v) and hθ (w) =

1
(1+w−v)

The logistic regression cost function J (θ) is expressed as
follows:

J (θ ) =
1
n

n∑
j=1

cos t
(
hθ
(
w(j)

)
, z(j)

)
(34)

B. SUPPORT VECTOR MACHINES
One of the most commonly machine learning algorithm is
SVM. A maximum margin strategy was used by SVM that
helps to transform it into solving a complex quadratic pro-
gramming issue [31]. Various applications are utilized by
SVM. In a binary classification problem, a hyperplane vT y+
c = 0 is used to separate the instances, where v and c are
the dimensional coefficient vectors which are normal to the
hyperplane of the surface. The offset value from the origin is
c and y denotes the data set values. By solving Lagrange on
multipliers in the linear case, the SVM gets solved and results
of v and c.v are obtained. The support vectors are the cases
which calls the data points on borders. The solution of v is
expressed as v =

∑m
j=1 αjzjyj, where m denotes the number

of support vectors and zj are the target labels to y. The value
of v and c are calculated and the linear discriminant function
is expressed as follows:

h(y) = sgn

 m∑
j=1

αjzjyTj y+ c

 (35)

The non-linear scenario for the decision function and kernel
trick is expressed as follows:

h(y) = sgn

 m∑
j=1

αjzjK
(
yj, y

)
+ c

 (36)

Mercer’s condition projected as kernel function is obeyed
by positive semi-definite functions. Here in this work,
Linear, Polynomial and Gaussian Kernel are utilized for
classification.

C. K-NEAREST NEIGHBOUR
One of the supervised learning classification algorithms is
KNN. The class label of a new input can be easily predicted
by KNN algorithm [32]. In KNN, the similarity between the
input sample in the training set and the new input is computed.
If the samples in the training set are the same as the new
input, then the KNN Classification performance is not good.
Assume (a, b) be the training observation and the learning
function q : A→ B, so that if an observation a is given, then
q(a) can determine the b value.

D. ARTIFICIAL NEURAL NETWORKS
It is again a supervised Machine Learning algorithm and
a mathematical model which aids in integrating neurons
so that messages are passed easily [33]. The three vital
components present here such as input, output and trans-
fer functions. The extraordinary values are taken by the
input unit and it is modified during the training process.
The calculation for the known class is computed by the
output of the ANN. Between the output of a predicted
and actual class, the error margin is assessed and thus the
weights are recomputed. By the simple integration of neu-
rons, ANN can be designed easily. The architecture of ANN is
(256-64-2) with sigmoid training function and MSE as the
stopping criteria.

E. Naïve Bayesian CLASSIFIER
It is a famously used classification algorithm. To assess the
class of a novel feature vector, NBC is used which is actually
based on conditional probability [34]. The training dataset is
used by the Naïve Bayesian to trace the conditional proba-
bility value of vectors for a particular class. For each vector
the probability condition value of each vector is computed
and then based on its conditional probability theme, the new
vector classes are computed.

F. DECISION TREE CLASSIFIER
It is again a supervised machine learning algorithm. The
shape of a decision tree is like a tree where each node is
a leaf node. Analysis in deciding for classification is quite
easy with the help of decision trees [35]. The internal and
external nodes of the decision trees are linked with each other.
The internal nodes aid in the decision-making process and
make the child node to progress to the next node. On the
other hand, leaf node has no child node and is associated with
a label.

G. GAUSSIAN MIXTURE MODEL
It is a famous unsupervised classification methodology for
recognizing patterns which is actually dependent on assimi-
lating the similar objects together [36]. Here the similar items
are classified using clustering technique and then only the
ratio of those items in the same category is used to compute
and predict the unrated items. As clustering is divided into
soft and hard clustering techniques, GMM comes under a
soft clustering technique. There the assumption is that the
GMM obeys the Gaussian mixture distribution. From various
Gaussian Distributions, the data is assumed to be generated
here. Every GMM comprises of k Gaussian distributions.
Each distribution is termed as a component and all such
components are added in a linear manner together for the
computation of the probability density function of GMM. For
a random vector a in n-dimensional sample space χ , if ‘a’
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obeys Gaussian distribution then the pdf is expressed as:

p(a) =
1

(2π)
n/2 |6|

1/2
e
−

(
1/2
)
(a−µ)T6−1(a−µ)

(37)

where a n-dimensional mean vector is represented by µ and
the covariance matrix of n × n is represented as 6. Only
with the covariance matrix 6 and the mean vector µ, the
determination of the Gaussian distribution is done. There are
totally k mixing components in Gaussian mixture distribution
each of which corresponds to a gaussian distribution. The
definition of a mixture distribution is done as follows:

pQ(a) =
k∑
i=1

αj.p
(
a|µj, 6j

)
(38)

where µj and 6j are the parameters of the jth Gaussian mix-
ture and αj represents the corresponding mixing coefficient.

H. EXTREME LEARNING MACHINE
A new learning technique for the simple hidden layer feed
forward neural network was proposed by Huang et. al. and it
is called as ELM [37]. To overcome overfitting problems and
the slow training speed of the conventional neural networks,
it was progressed. The general idea is as follows:

For the Q training samples, the output of a SLFN network
with H hidden nodes is written as follows:

gH (yk ) =
H∑
m

βml (wm.yk + bm) , k = 1, 2, 3, . . . ,Q (39)

It can be expressed as g(y) = h(y)β, where yk represents the
input training vector, wm represents the input weight and bm
represent the biases to the hidden layer. The mth hidden node
to the output layer and l(.) representing the hidden nodes acti-
vation function is linked by the output weights βm. Obtaining
a least-square solution by implementing the Moore-Penrose
generalized inverse is used to training a SLFN and is repre-
sented as:

_

β =
(
H ′H

)−1H ′T or (40)
_

β = H ′(HH ′)−1T (41)

where it depends on the similarity of H ′H or HH ′.
When calculating the output weights βm, if H ′H is not

singular then the coefficient 1
/
ε is added to the diagonal

of H ′H .
Therefore, a better generalization performance with a good

stable learning system is obtained. The output function of
ELM is written as follows:

g(y) = h(y)H ′
(
1
ε
+ HH ′

)−1
T (42)

The mappings of the hidden layer features are not known to
the users and in this ELM kernel implementation, Gaussian
kernel was used. The value for the positive regularization
coefficient (ε) is chosen as 1 and the parameters of Gaussian
kernel was chosen to be 5 in this classification experiment.

In ELM, the hidden neurons are 30 in number and output
neuron is just one and the threshold function used here is
Sigmoid / radial basis function.

V. RESULTS AND DISCUSSION
A. VALIDATION METHOD OF CLASSIFIERS
K-fold cross-validation technique was used in this paper.
In this type, the dataset is split into ‘k’ equal size points
initially. Then to train the classifiers, k − 1 groups are used
and for checking performance in every step, the remaining
part is utilized. For k number of times, the validation is
repeated. Based on k results, the computation of the classifier
performance is done. Different values of k are selected and
here k = 10. In the 10-fold CV method, 90% of the data
was used for training and 10% for testing. For each fold
of process, the procedure was repeated 10 times. Over the
whole dataset, the random division of all the instances in
the training and testing groups was done before selection of
the new sets of testing and training for another cycle. At the
end of 10-fold process, average of all performance metrics
is computed. The performance metrics parameters are as
follows.

TP: The predicted output as true positive which implies
that the CVD subject is correctly classified and therefore the
subjects have heart disease.

TN: The healthy subject is classified correctly and so the
subject is healthy.

FP: The predicted output as false positive, healthy subject
is incorrectly classified as they do not have the risk of CVD.

FN: False negative, CVD is incorrectly classified and that
the subject does not have heart disease as the subject is
healthy.

The classification accuracy which depicts the overall
performance of the classification system is expressed as:

Classification Accuracy =
TP+ TN

TP+ TN + FP+ FN
× 100

(43)

The classification Error is nothing but the overall incorrect
classification of the classification model and is calculated as:

Classification Error =
FP+ FN

TP+ TN + FP+ FN
× 100

(44)

The sensitivity or the true positive rate is nothing but the
implication of diagnostic test is positive and the subject has
disease and is expressed as:

Sensitivity =
TP

TP+ TN
× 100 (45)

The specificity is the implication that the diagnostic test is
negative and the person is healthy and is expressed as:

Specificity =
TN

TN + FP
× 100 (46)
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FIGURE 11. Performance of Accuracy for different optimization techniques in various classifiers for normal PPG signal.

FIGURE 12. Performance of Accuracy for different optimized values in various classifiers for CVD PPG signal.

The Performance Index is expressed as follows:

PI =
(
(TP+ TN )− FN − FP

(TP+ TN )

)
× 100 (47)

Good Detection Rate (GDR): Being a vital criteria of a detec-
tor it signifies the successful detection and is mathematically
expressed as:

GDR =
(
[(TP+ TN )− FN ]
[(TP+ TN )+ FP]

)
× 100 (48)

In Tables 4 to 19, the Perfect Classification (PC) is indicated
as the sum of TP and TN. FN is represented by the Missed
Classification (MC) and FP is represented by the False
Alarm (FA).

The Mean Square Error (MSE) is mathematically
expressed as follows:

MSE =
1
N

N∑
i=1

(Oi − Tj)2 (49)

where Oi denotes the observed value at a specific time, Tj
denotes the target value at model j; j = 1 to 15, and N
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FIGURE 13. Performance of MSE for different optimized values in various classifiers for Normal PPG signal.

FIGURE 14. Performance of MSE for different optimized values in various classifiers for CVD PPG signal.

is the total number of observations per patient in our case,
it is 1000. This research utilizes the dimensionally reduced
values of EEG data both for training and testing classifiers.
In a regressive manner, the training was progressed and the
classifier MSE Values was mitigated to an utmost minimum
level. With a zero-training error of MSE, all the classifiers
were trained.

The predictability is expressed as:

Predictability =
{
1−

(
(Accuracy− GDR)

2× (Accuracy+ GDR)

)}
× 100

(50)

Table 4 shows the consolidated result analysis of Chi
square PDF optimized values with the different classifiers
for the normal PPG cases. Table 5 shows the consolidated
result analysis of density peak optimized values with the
different classifiers for the normal PPG cases. It is accessed
from Table 4 and Table 5 there is no Missed classifica-
tion among the classifiers. Table 6 shows the consolidated
result analysis of harmonic search optimized values with the
different classifiers for the normal PPG cases. As shown
in the Table 6 the harmonic search is plugged in to more
missed classification among the classifiers and hence the
performance Index of the classifier is at the lower ebb
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FIGURE 15. Performance of Error Rate for different optimized values in various classifiers for Normal PPG signal.

criteria. Table 7 explains the consolidated result analysis
of Chi square CDF with the different classifiers for the
normal PPG cases. Table 8 explains the consolidated result
analysis of Elephant search optimized values with the dif-
ferent classifiers for the normal PPG cases. Table 9 explains
the consolidated result analysis of Particle swarm optimized
values with the different classifiers for the normal PPG cases.
Table 10 explains the consolidated result analysis of chicken
swarm optimized values with the different classifiers for the
normal PPG cases. Table 11 explains the consolidated result
analysis of cat swarm optimized values with the different
classifiers for the normal PPG cases. Table 12 shows the
consolidated result analysis of Chi square PDF optimized
values with the different classifiers for the abnormal PPG
cases. Table 13 shows the consolidated result analysis of
density peak optimized values with the different classifiers
for the abnormal PPG cases. Table 14 shows the consoli-
dated result analysis of harmonic search optimized values
with the different classifiers for the abnormal PPG cases.
Table 15 explains the consolidated result analysis of Chi
square CDF optimized values with the different classifiers for
the abnormal PPG cases. Table 16 explains the consolidated
result analysis of Elephant search optimized values with the
different classifiers for the abnormal PPG cases. Table 17
explains the consolidated result analysis of Particle swarm
optimized values with the different classifiers for the abnor-
mal PPG cases. Table 18 explains the consolidated result
analysis of chicken swarm optimized values with the different
classifiers for the abnormal PPG cases. Table 19 explains
the consolidated result analysis of cat swarm optimized
values with the different classifiers for the abnormal PPG
cases.

Fig. 11 shows the performance of accuracy for different
optimized values in various classifiers for normal PPG signal.
As expressed in Fig. 11, the ANN classifier scores better
average accuracy of 95.52% than any other classifiers among
the optimized values. SVM Gaussian Classifier stood at low
level average accuracy of 79.02%. Fig. 12 shows the perfor-
mance of accuracy for different optimized values in various
classifiers for PPG CVD signal. ELM scores the best average
accuracy of 90.71% among different optimized values for
CVD cases and NBC attained low average accuracy value
of 85.23% and this is due to more false alarms. Fig. 13 shows
the performance of average MSE for different optimized val-
ues in various classifiers for normal PPG signal. The lowest
MSE of 2.744E-06 is attained for the ANN classifier and
SVM Gaussian classifier once again fails to reach the good
MSE value, but settles at the MSE of 0.00156 among the
optimized values for Normal Cases. Fig. 14 elucidates the
performance of average MSE for different optimized val-
ues in various classifiers for CVD PPG signal. Once again
ELM classifier shuttled to the lowest value of MSE 1.5E-05
and it is the turn of NBC to occupy the high MSE value
of 1.51E-04 among the optimized values for CVD patients.
Fig. 15 explains the performance of average Error Rate for
different optimized values in various classifiers for normal
PPG signals. For normal cases under ANN classifier, a 8.94%
average error rate is attained. This is due to lower error rate
in the optimized values of Chi square CDF optimization and
Chicken swarm optimization. SVM Gaussian is placed in the
poor performance category as it produced an average error
rate of only 41.55%. Fig. 16 explains the performance of
Error Rate for different optimized values in various classifiers
for PPG CVD signals. The cat swarm optimization with error
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1) NORMAL CASES - PPG
TABLE 4. Consolidated result analysis of Chi Square PDF optimized values with the different classifiers.

TABLE 5. Consolidated result analysis of density peak optimized values with the different classifiers.

TABLE 6. Consolidated result analysis of harmonic search optimized values with the different classifiers.

TABLE 7. Consolidated result analysis of Chi Square CDF optimized values with the different classifiers.
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TABLE 8. Consolidated result analysis of elephant search optimized values with the different classifiers.

TABLE 9. Consolidated result analysis of particle swarm optimized values with the different classifiers.

TABLE 10. Consolidated result analysis of chicken swarm optimized values with the different classifiers.

TABLE 11. Consolidated result analysis of cat swarm optimized values with the different classifiers.
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2) ABNORMAL CASES/CVD - PPG

TABLE 12. Consolidated result analysis of Chi Square PDF optimized values with the different classifiers.

TABLE 13. Consolidated result analysis of density peak optimized values with the different classifiers.

TABLE 14. Consolidated result analysis of harmonic search optimized values with the different classifiers.

TABLE 15. Consolidated result analysis of Chi Square CDF optimized values with the different classifiers.
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TABLE 16. Consolidated result analysis of elephant search optimized values with the different classifiers.

TABLE 17. Consolidated result analysis of particle swarm optimized values with the different classifiers.

TABLE 18. Consolidated result analysis of chicken swarm optimized values with the different classifiers.

TABLE 19. Consolidated result analysis of cat swarm optimized values with the different classifiers.

rate of 8.33% makes the ELM classifier better suited for
classifying CVD patients for average error rate of 18.58%

and NBC average error rate is high with 29.46% among all
the optimization techniques. Fig. 17 explains the performance
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FIGURE 16. Performance of Error Rate for different optimized values in various classifiers for CVD PPG signal.

of PI for different optimized values in various classifiers
for Normal PPG signal. Higher average PI of 89.96% is
attained by ANN and the low average PI of 27.04% is
attained in SVM Gaussian Classifier for Normal PPG signal.
Fig. 18 explains the performance of PI for different optimized
values in various classifiers for CVDPPG signal. The average
PI value of 76.21% in ELMclassifier is attained and the edged
value of 48.63% is reached in NBC classifier for the CVD
patients. Fig. 19 shows the average performance measures for
different optimized values in various classifiers for normal
PPG signals. The performance measures of all the classifiers
among various optimized values in averaged form and the
parametric values are obtained with Accuracy of 86.69%,
GDR of 72.18%, PI of 57.29%, Error rate of 26.15, and
predictability of 94.87% as in the case of normal person.
Fig. 20 shows the average performancemeasures for different
optimized values in various classifiers for CVD PPG signals.
For the CVD patients the average performance measures of
classifiers are averaged and depicted as accuracy of 87.89%,
GDR of 73.49%, PI of 63.1%, Error rate of 24.14% and
Predictability of 94.86%. Fig. 21 shows the performance
of predictability vs accuracy for different optimized values
in various classifiers for Normal PPG and CVD PPG sig-
nal. As indicated in the Fig. 21, among the classifiers the
predictability and accuracy are closely following each other
in the Normal and CVD classification. Fig. 22 shows the
GDR vs accuracy for different optimized values in various
classifiers for normal PPG and CVD PPG signal. As depicted
in the Fig. 22, the GDR and accuracy parameter deviates 2.5%
in the normal classifiers and in the cases of CVD the deviation
among the GDR and Accuracy is ebbed to 1.35%. This is a
good indicator for classifier performance. Fig. 23 explains the
GDR vs predictability for different optimization techniques

in various classifiers for Normal PPG and CVD PPG signal.
GDR and predictability follows the same path as shown in
the Fig. 22 with deviation of 2.96% in the normal cases and
deviation of 1.62% in the CVD cases.

B. DISCUSSION FOR NORMAL PPG SIGNALS
The results show that when Chi square PDF optimized values
are analyzed with different classifiers, a high classification
accuracy of 97.91% is obtained and a high PI of 95.65% is
obtained when classified with ELM. The lowest performance
was producedwhen it was classifiedwith Logistic Regression
giving a classification accuracy of about 77.21% and a PI
of 16.21%. There were only instances of FA here for all the
classifiers.

When the Density peak optimized values are classi-
fied with different classifiers, a high classification accuracy
of 96.35% along with a PI of 92.45% is obtained when
classified with ANN. Similarly, a low performance of 75.5%
was obtained if classified with Gaussian SVM.

When the Harmonic search optimized values are classi-
fied with different classifiers, a high classification accuracy
of 98.43% along with a PI of 96.76% is obtained when
classified with Polynomial SVM. Similarly, a low perfor-
mance of 76.33% was obtained if classified with Linear
SVM.

When the Chi square CDF optimized values are classi-
fied with different classifiers, a high classification accuracy
of 99.48% along with a PI of 98.93% is obtained when
classified with ANN. Similarly, a low performance of 75.75%
was obtained if classified with ELM.

When the Elephant Search optimized values are classi-
fied with different classifiers, a high classification accuracy
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FIGURE 17. Performance of Performance Index for different optimized values in various classifiers for Normal PPG signal.

FIGURE 18. Performance of Performance Index for different optimized values in various classifiers for CVD PPG signal.

TABLE 20. Calculation of kappa values.

of 95.70% along with a PI of 91.18% is obtained when
classified with ELM. Similarly, a low performance of 76.33%
was obtained if classified with DT.

When the Particle swarm optimized values are classified
with different classifiers, a high classification accuracy
of 98.43% along with a PI of 96.76% is obtained
when classified with ELM. Similarly, a low perfor-
mance of 78.90% was obtained if classified with Logistic
Regression.

When the chicken swarm optimized values are classi-
fied with different classifiers, a high classification accuracy
of 98.96% along with a PI of 97.87% is obtained when
classified with NBC. Similarly, a low performance of 76.27%
was obtained if classified with Linear SVM.

When the cat swarm optimized values are classified with
different classifiers, a high classification accuracy of 98.17%
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FIGURE 19. Performance Measures of different optimized values in various classifiers for Normal PPG signal.

FIGURE 20. Performance Measures of different optimized values in various classifiers for CVD PPG signal.

along with a PI of 96.20% is obtained when classified
with both GMM and KNN. Similarly, a low performance
of 76.33% was obtained if classified with Linear SVM and
Gaussian SVM.

C. DISCUSSION FOR CVD PPG SIGNALS
When the chi square PDF optimized values are classified with
different classifiers, a high classification accuracy of 98.17 %
along with a PI of 96.20% is obtained when classified with
ANN. Similarly, a low performance of 76.81% was obtained
if classified with GMM.

When the density peak optimized values are classified with
different classifiers, a high classification accuracy of 96.87 %
along with a PI of 93.33% is obtained when classified with
NBC. Similarly, a low performance of 76.33% was obtained
if classified with Linear SVM and ANN.

When the harmonic search optimized values are classi-
fied with different classifiers, a high classification accuracy
of 95.57 % along with a PI of 90.78% is obtained when clas-
sified with Polynomial SVM. Similarly, a low performance
of 76.13% was obtained if classified with Logistic
Regression.
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FIGURE 21. Predictability Vs Accuracy Chart for Normal and CVD patients.

FIGURE 22. GDR Vs Accuracy for Normal and CVD patient.

When the Chi square CDF optimized values are classi-
fied with different classifiers, a high classification accuracy
of 99.48% along with a PI of 98.93% is obtained when classi-
fied with Logistic Regression. Similarly, a low performance
of 83.78% was obtained if classified with ELM and KNN.

When the elephant search optimized values are classi-
fied with different classifiers, a high classification accuracy
of 98.17% along with a PI of 96.205% is obtained when clas-
sified with GMM. Similarly, a low performance of 76.33%
was obtained if classified with NBC.

When the particle swarm optimized values are classi-
fied with different classifiers, a high classification accuracy
of 94.79% along with a PI of 88.38% is obtained when
classified with Linear SVM. Similarly, a low performance
of 75.5% was obtained if classified with NBC.

When the chicken swarm optimized values are classi-
fied with different classifiers, a high classification accuracy
of 98.96% along with a PI of 97.87% is obtained when
classified with NBC. Similarly, a low performance of 84.37%
was obtained if classified with Logistic Regression.

165202 VOLUME 7, 2019



S. K. Prabhakar et al.: Metaheuristic-Based Dimensionality Reduction and Classification Analysis of PPG Signals

FIGURE 23. GDR Vs Predictability for Normal and CVD patient.

TABLE 21. Cohen’s Kappa coefficients for all the classifiers among different clusters.

When the cat swarm optimized values are classified with
different classifiers, a high classification accuracy of 95.83
% along with a PI of 91.58% is obtained when classified with
ELM. Similarly, a low performance of 82.94% was obtained
if classified with GMM.

D. KAPPA ANALYSIS MEASURES

Cohen’s Kappa coefficient is a statistical method that mea-
sures both inter-rater reliability and intra-rater reliability
between two evaluators. In our study, two raters were, a CVD
and normal PPG. Kappa determines if there is an agree-
ment between two evaluators by chance with a percentage.
Table 20 shows cell probabilities for two evaluators. The
predictions X and Y represent the CVD and normal PPG
respectively. In other words, these predictions can be obtained
from the confusion matrix.

To compute Kappa, we have to calculate the observed level
of agreement (Po) and expected agreement (Pe) which is

defined as:

P0 =
(PXX + PXY )

PT
(51)

Pe =
([(

PXX + PXY
PT

)
×

(
PXX + PYX

PT

)]
+

[(
PXY + PYY

PT

)
×

(
PYX + PYY

PT

)])
(52)

and
The total level of agreement PT is expressed as:

PT = PXX + PXY + PYX + PYY (53)

The Kappa coefficient is calculated as

K =
(Po − Pe)
(1− Pe)

(54)

The kappa value is less than or equal to 1. The Kappa
coefficient of value 1 indicates perfect agreement among the
evaluators. Any value less than 1 will be categorized as poor
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TABLE 22. Computation complexity for all the classifiers among different clusters.

TABLE 23. Comparisons with previous works.

agreement (<0.2), fair agreement (0.2-0.4), Good agreement
(0.6-0.8) and Very Good agreement (0.8-1). The Cohen’s
kappa coefficient for all the classifiers among the different
clusters is computed and tabulated in the Table 21.

It is observed from the Table 21 that the Kappa coefficients
obtained from all the classifiers among different clusters are
belonging to either good or very good agreement.

E. COMPUTATIONAL COMPLEXITY OF THE METHODS
Next the classifiers are analyzed with respect to compu-
tational complexity. Finding the computational complexity
is done according to the size of input (n). Computational
complexity is very less if it is equal to O(1). As the number
of input increases then the computational complexity will
be increased. In this case, the complexity does not depend
on input size and this is one of the desired entities for any
algorithm. If the computational complexity increases log(n)
times with respect to increase in ‘n’, then it is denoted as
O (log n). In this paper all the classifiers are hybrid in nature,
and they are classifying the clustered outputs. Table 22 shows
the Computation Complexity for all the classifiers among
different clusters. From Table 22, the SVM Gaussian and
DT classifiers attained the computational complexity of
O (n log n) and O (n log 2n) among the eight cluster groups
and this is the lowest computational complexity achieved in
the paper. Logistic regression, SVM linear classifiers, NBC
and GMM classifiers are at the mean computational com-
plexity of O

(
n2
)
and O (n log n). The classifiers like SVM

polynomial and KNN are at the level of moderate computa-
tional complexity as O

(
n3
)
and O

(
n2 log n

)
. ELM classifier
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provides the high computational complexity of O
(
n4
)
and

O
(
n3 log n

)
. The ANN classifier is at the highest compu-

tational complexity of O
(
n5
)
and O

(
n4 log n

)
. The reason

of high complexity in ELM and ANN classifiers are due to
training of various layers of the classifiers.

F. COMPARISON WITH PREVIOUS WORKS
Table 23 exhibits the comparison of our current works with
the previous works.

VI. CONCLUSION
The PPG is a signal which results from the local varia-
tions of blood volume in tissues. The peripheral pulse wave
modulated by respiration and heart activity is reflected by
PPG. In this work, the PPG signals obtained from Capnobase
dataset are analyzed for classification of cardiovascular dis-
eases using various classifiers. The results show that for the
PPG normal cases, a high classification accuracy of 99.48%
is obtained when Chi square Probability Density Function
(PDF) optimized values are classified with Artificial Neural
Networks (ANN) and a second highest classification accu-
racy of 98.96% is obtained when chicken swarm optimized
values are classified with Naïve Bayesian Classifier (NBC).
A third highest classification accuracy of 98.43% is obtained
when Harmonic search optimized values are classified with
Polynomial SVM and Particle swarm optimized values are
classified with ELM. Similarly when the PPG abnormal cases
or PPG with CVD cases are concerned, a high classification
accuracy of 99.48% is obtained when Chi square PDF opti-
mized values is classified with Logistic Regression and a sec-
ond highest classification accuracy of 98.96% is obtained
when Chi square CDF optimized values is classified with
Gaussian Support Vector Machine (SVM) and when chicken
swarm optimized values are classified with NBC. A third
highest classification accuracy of 98.17% is obtained when
Chi square PDF optimized values are classified with ANN,
Chi square CDF optimized values are classified with Linear
SVM and Elephant search optimized values are classified
with GMM. Future works aim to work with other meta-
heuristic algorithms for dimensionality reduction and other
machine learning algorithms like deep neural networks and
Convolutional neural networks for classification of cardio-
vascular diseases from PPG signals.
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