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ABSTRACT Digital libraries, journals and conference proceedings repositories are a great source of
information. These sources are very useful for the purpose of research and development. This paper presents
an overview of text mining and its application towards information extraction from literature. In this study,
we used word cloud, term frequency analysis, similarity analysis, cluster analysis, and topic modeling to
extract information from multi-domain research articles. Cloud computing and big data are new emerging
trends. So it is important to extract useful patterns and knowledge from published articles in these domains
and discover the relationship between them. Therefore, a total of two hundred research articles published
from 2010 to 2018 in these domains, were selected. The source of these articles is high impact factor journals
from reputed publishers namely IEEE, Springer, Wiley, Elsevier, and ACM. It is a cross-domain analysis
in cloud computing and big data domains to find the latest trends, related topics, tools, terms, and author
affiliation from extracted data. This study identifies the ten major areas of big data using cloud computing,
fourteen factors towards cloud adoption, and hurdles in adoption. Moreover finding shows that IEEE has
more sources for subject cloud computing application towards big data, then comes Springer, Wiley, and
Elsevier. Furthermore, it has been observed in the analysis that the number of articles in these domains
increased from 2013 onward.

INDEX TERMS Text mining, topic modeling, cloud computing, big data, information extraction, literature
analysis, similarity.

I. INTRODUCTION
In the current era, most of the information is stored in the
form of e-documents. This practice is adopted by several
business organizations, institutes, media, and others. These
documents are structured, un-structured and semi-structured
formats [1]. The scientific literature is stored mostly in the
form of e-documents in digital libraries, conference proceed-
ings repositories, and journal databases. This is a great source
of information and it provides the basis for future devel-
opments. We can use data mining techniques to unhide the
important concepts, knowledge from scientific literature [2].
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Text mining is a process in which we extract a variety of
patterns and discovered useful facts from textual sources [3].
Data mining covers all types of techniques to mining data
e.g. the techniques to process audio, video data. It is used
to process big records stored in different databases to reveal
important concepts and relationships among data. [4] There
are several techniques to recover textual information, index-
ing is one of them. It is used to handle the documents which
are in an un-structured format. In traditional research studies
the user search for already defined concepts and relevant
terms. The problem is, most of the time the retrieved results
are not according to the requirements specified. To get rid of
this situation we can used text mining methods to find the
required information. The text mining process goes through
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several steps. In the first step, the document from various
sources is collected than in the next step the format of the
document is verified and then it goes through the analy-
sis stage. The analysis stage includes the semantic analysis
and other techniques to get data processed according to the
requirements. The result of this phase can be stored in the
database management system for further processing. Text
mining aims to get information that is not available before
from various textual sources. Data mining can be used to
handle structured data while text mining can be used to
handle semi-structured and un-structured data. [5]. There are
different types of text mining techniques they include cluster-
ing, classification, topic modeling, and summarization. The
main purpose of these techniques is to extract knowledge
from text [6]. The text mining techniques are applied in sev-
eral areas, they include academia, web applications, internet,
industry and other disciplines [7]. The text mining and data
mining supposed to be similar methods but in fact, these are
different because data mining needs structured data but in
the case of text mining we are dealt with un-structured data
that need pre-processing steps in addition and it involves the
interaction with NLP. A lot of research is going on in NLP.
It involves the interaction and relationship between the big
amounts of the textual format of data. [8], [9]. A document in
regular language consists of information that cannot be used
for data mining. For information extraction to be successful,
appropriate articles must be chosen with the condition that
these documents should have some association [10], [11].

The induction of the concept of big data demands more
requirements in terms of data processing in real-time, hence
the traditional IT technology cannot full fill these require-
ments. There comes the concept of cloud computing technol-
ogy which turns the task of huge data processing and data
mining into reality. The cloud computing platform provides
better services to the user as compared to traditional IT ser-
vices. But it brings some security problems in addition [12].
In the past few years the enterprise’s interest in the adop-
tion of cloud computing is manifold. Cloud computing gives
the opportunity for organizations to meet their computing
requirements effectively [13]. In addition to providing shared
services, it is an innovative solution that brings value to
enterprises [14]. It helps them to shift their focus towards
the real business which brings a positive impact on their
productivity [15].

There are a variety of research domains having many
research areas, techniques, and models. The latest trends
topics and hot issues are discussed in research papers. The
results of experiments in one domain may affect the associ-
ated domains having common topics. We have studied the
interaction and cross-domain trends in this research. Cloud
computing is an emerging computing paradigm having many
advantages. This research focuses on IE of cloud computing
application towards big data and cloud adoption trends using
text mining techniques on the published research papers in
these domains. This paper is divided into the following sec-
tions. In the I section we give the detail introduction of the

text mining and the domain in which these techniques are
applied. In the II section, we discuss the related work. In the
third section, we explain in detail the research methodology,
in the IV section we discuss the experiments and results, and
in V section we have a conclusion.

II. RELATED WORK
The research work in the domain of information extraction
being conducted by the utilization of many techniques. The
main aim of the conduction of this research is to find the
techniques which proved to be useful for extracting struc-
tured data from a text corpus. It starts with the introduc-
tion of the research topic, comparative analysis of previous
research models, then major techniques of text mining and
topic modeling are applied. The purpose is to determine the
research topic and establish an association between them.
The topics produced by information extraction are shown
using visual tools and libraries. These methods are useful to
reveal the hidden relationship between topics. In this way,
the user can see the cross-domain topics and appreciate the
research trends [16]. The text mining techniques for literature
analysis were also applied by other researchers in the field of
Bio-Medical domains. In this research, the literature of SCI
journals from 2004 to 2013 was extracted and processed. The
idea is to look into it from the institutional vision to extract
year base changes, new research domains, scientific journals,
important terms, and keywords. It has been observed that
there is a rapid increase in published articles in this domain.
The research outcome shows that most of the published
literature focused on Name Entity identification, relation-
ship extraction, text categorization, co-occurrence and cluster
analysis [17].

A statistical method to extract specific information from
a research paper is developed. It extracts algorithms, tech-
niques, keywords from the research article. It also extracts
‘‘CueWords’’ to find the limitation of the article. It uses the
Naive Bayes classifier to identify the area of the research
papers [18]. The technique which uses conditional random
fields to extract different common fields from the header and
citation of research papers is proposed. This model shows
F1 as 36 % and an error rate of 78% in comparison to the pre-
vious results of SVM [19]. A graph mining-based technique
used to explore document content is proposed. Infect it is user
define query which used to generates the graph. It is a good
approach for extracting the same patterns from documents.
There is no need for understanding of graphical models in
a large collection of documents. This model shows 86.64%
as precision and 90.8% as recall. But it has limitation e.g,
it cannot provide correct patterns for a large collection of text
fields [20]. A system is designed to understand the experi-
mental results of a research paper. It takes a query as input and
returns the best method against the parameters given in the
query. This query, in fact, is the answer to the computational
question the system is trained on 5 papers and tested on
61 papers [21]. Song and Kim applies text mining techniques
to a larger set of fuller length papers to unhide the knowledge.
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He did not depend upon citation data available in WOS and
PUBMED. He performs a bibliometric examination of fuller
text papers. In this approach, he prepared a custom citation
database. The result shows that the papers that were published
in the bioinformatics domain were not cited [22]. Top Cat
(Topic Categories) technique is proposed to recognize the
repeated papers into the collection set. The primary purpose
of this method is to recognize the name entities in inde-
pendent articles and to represent them as a collection set of
papers. Top Cat recognizes the topics which are logically
correct [23]. Another technique to identify named entities
and extract useful information from the criminal record is
proposed. It processes the 304 court judgments. In order to
train this system, the judgments are manually tagged by nine
entities. It used CRF and achieves significant precision 0.97,
recall 0.87 and f-measure 0.89 [24].

This study [26] analysis the 741 research articles of ‘‘Food
Policy’’ the best agriculture policy journal in the field of
agriculture economics. The objective is to find the author
and co-author relationship and citation network on the basis
of data extracted from these collected set of articles. The
result shows that most of the paper written by a couple of
authors. It means a vital role played by one typical author
or group of authors. It also concluded that the group of
authors site themselves often so that the research profile of
the group andmembers can be enhanced. The study presented
by [27] analyzed 300 research articles collected in the field of
mobile learning using textmining techniques. This study used
the term frequency analysis, similarity analysis, clustering
techniques, and association algorithm to extract knowledge
from articles. The result shows that 285 articles from selected
papers focusing on the application of mobile learning in the
context of higher education in the medical domain. The trend
of publication in this area was on peak in 2015 to 2016. The
topic modeling and text mining-based study are presented
by [28] to find the big data trends in the marketing. In the
study 1560 articles published from 2010 to 2015, belongs
to the Business, management, accounting, computer, eco-
nomics, econometrics and finance, domain sciences indexed
in science direct were selected for analysis. The total eigh-
teen topics containing 54 terms (each topic has three terms)
were found. The frequency count of these terms in differ-
ent selected publications also shown. The result shows that
research is duplex between technology and selected research
domains. It does not clearly find out novel approaches that
are useful for marketing. Moreover, the author and co-author
network and affiliation also shown from the selected set
of publications. This study concluded that the research in
the application of big data towards marketing needs further
development.

The topic modeling and cluster analysis based study is
proposed by [29] to find the research trends in the field
of design research. The data set contain published papers
from 2004 through 2015 which were processed. This study
finds the important branches in the field of research design
and 30 topics, showing the research trends in this field.

The literature survey shows that still further research is
required for information extraction from research arti-
cles. The approach of text mining and topic modeling
can be applied in multi-dimension and in many kinds of
domains. Cloud computing and big data are new emerg-
ing fields [12]–[15]. Through literature analysis, it has been
found that IE and data mining techniques are never applied
to literature published in these domains. So, we have selected
200 research articles from top rank journals in these domains
and applied IE and data mining techniques to find out
research trends, tools, technologies, concepts, related terms,
key issues in cloud computing adoption, and its application
trends towards big data processing.

III. MATERIALS AND METHODS
A. LITERATURE SELECTION
We collected two hundred articles from IEEE, Springer, Else-
vier, Wiley, and ACM. The search query to get the first
category articles is the ‘‘application of cloud computing for
big data’’ and for a second category, the search query is
‘‘cloud computing adoption trends’’. In this way, we collected
one hundred and nineteen papers in the first category and
eighty-one papers in the second category, almost two hundred
articles were collected in a data set. We placed these articles
category wise in two folders.

B. PROCEDURE FOR TEXT MINING AND TOPIC
MODELING
We designed a custom procedure for text mining of research
articles in the light of steps followed by [27] and [28],
as shown in Fig.2. The following are important phases
that are essential for text mining, they include text pre-
processing, text mining and text post-processing. The text
pre-processing phase further divided into data selection, data
cleaning, feature extraction, pattern matching and convert-
ing un-structured data into structured form. So that the
data format will become compatible with data mining tools.
In 2nd phase we use text mining techniques like finding
word frequency, data clustering, measuring data similarity,
visualization, and topic modeling, etc., to retrieve useful
information. In the last step, some changes are may be incor-
porated in data through text mining function for analysis and
visualization of knowledge. The text of collected articles first
converted into tokens, this process is called tokenization [30]
then all text is converted into lower case, then in the next
step, stop words, and punctuations are removed from the text.
In the last step, all tokens of length less than three characters
and greater than twenty-five characters are removed from a
text corpus.

The following techniques are applied on textual data for
analysis, the brief description of these techniques is presented
as follows:

C. WORD CLOUD
As per the study [25], the word cloud is the optic represen-
tation of word frequency in the text. This is a widely used
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FIGURE 1. Angles between articles.

graphical representation of textual data to perform analy-
sis [31]. Word cloud analysis is the starter stage for the detail
textual analysis [32], [33]. This method can be used to find
the relevancy in the text on the basic information provided.
This technique is used in this study, its application detail is
given in section (IV A&B).

D. SIMILARITY ANALYSIS
The measurement of similarity is an important concept,
to understand and present the articles which are related to
each other. A lot of methods and techniques are available
to measure similarity. These include Euclidean distance,
cosine similarity, and relative entropy. In mathematics,
suppose that A= {a1,. . . , an} be a set of articles and
T={t1,...tn} be the set of repeated terms in set A. In a
simple way we can consider terms as words. The vector
representation of an article having n dimensions is given
by

ta = (tf(a, t1), ..tf(a, tn))

where tf(a,t) is the frequency of term t ∈ T in articles
a ∈ A.

If we consider articles as vectors the similarity is the
measurement of cosine function of the angle between the
corresponding vectors as shown in Fig.1. This technique is
applied in the current study, application detail is given in
section (IV, E) [34].

E. CLUSTER ANALYSIS
The theory behind the text cluster analysis suggests that the
related documents are more similar as compared to non-
related documents [34]. Clustering technique can be used
for the analysis of huge data, through the state of the art
literature it is confirmed that the clustering is an efficient
tool for analyzing the subject of the text [34]. Clustering is
very useful for managing named entities in similar groups on
the basis of their co-existence [35]. The set of these named
entities, having a relationship with any topic in a collection
set, is denoted by a cluster. At the beginning of the clus-
tering process, we do not know, cluster count, features and

TABLE 1. Word cloud terms distribution across IEEE.

association among the similar groups. In this way, the dif-
ferent categories of documents can be identified [36].
In K-means algorithm data has been divided into the number
of clusters denoted by k. The terms in the centroid of the clus-
ter represent the subject of the cluster. An iterative process
based on two steps is applied, in which all points assigned to
the closet centroid, then the centroid is evaluated for the latest
groups. This process continues until the constant value of the
centroid is achieved [36]. In this study the K-means algo-
rithm is used as shown in Fig2, application detail is given in
section (IV, F).

F. LDA
As per the study [38], LDA is a useful technique to inves-
tigate the link between data and text documents. There are
a variety of models used for topic modeling, but LDA is
famous in this domain. We used this method for topic mod-
eling as mention in Fig2. The application detail is given in
section (IV, G).

IV. RESULT & DISCUSSION
The cloud computing application towards big data and its
adoption trends are never investigated using text mining and
topic modeling techniques. The induction of this kind of
approach for information extraction, in this area, will be,
value able for the research community.

A. CATEGORY 1 ARTICLES (WORD CLOUD & TERM
FREQUENCY ANALYSIS)
The word cloud is an efficient visualization technique to
represent the frequency of the words in the text corpus. This
diagram can be plotted to view the basic idea about the
concepts, related terms, and most frequent words [25]. The
Fig. 7 shows that the vividness of ‘‘big data’’ word is clear
as the most frequent word in the collection of category 1.
The other categorical words in the list are cloud, comput-
ing, model, application, and service respectively. The cogent
occurrence of the words ‘‘big data’’ and ‘‘cloud computing’’
in all collected articles under this category leads us to the
conclusion that the cloud computing model is discussed in
the context of its application for big data processing. The
word cloud terms distribution is given database wise in tables
(Table 1, 2, 3, 4, 5).
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FIGURE 2. Text mining & topic modeling framework.

TABLE 2. Word cloud terms distribution across Springer.

TABLE 3. Word cloud terms distribution across Wiley.

The word frequency technique is applied to the text of
research papers, which are compiled under category1. The
pictorial representation of (Fig. 6.) articulates that the follow-
ing are the most frequent associated words surrounded by the
collection of papers, which are ‘‘Big Data’’, ’’Cloud Comput-
ing’’,’’ Service’’,’’ Application’’,’’ Time’’,’’ Information’’,’’

TABLE 4. Word cloud terms distribution across Elsevier.

TABLE 5. Word cloud terms distribution across ACM.

Model’’,’’ Analysis’’,’’ Security’’ and ’’Technology’’ respec-
tively. This result shows that the associated words focus on
the application of the cloud computing model for big data
analysis. The words mention here matched as depicted from
the word cloud. The graph (Fig.6) shows that IEEE has more
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TABLE 6. Word cloud terms distribution across IEEE.

TABLE 7. Word cloud terms distribution across Springer.

TABLE 8. Word cloud terms distribution across Wiley.

sources that have these words then comes Springer, Wiley,
Elsevier, and ACM databases.

B. CATEGORY2 ARTICLES (WORD CLOUD & TERM
FREQUENCY ANALYSIS)
As we applied the word cloud visualization technique to
represent the frequency of the words in text corpus for the
document of category 1. The same is applied for articles of
category 2. Figure 10 shows that the vividness of the ‘‘Cloud
Computing’’ word is clear as the most frequent word in the
collection of category 2. The other categorical words in the
list are adoption, data, service, application, and organization
respectively. The cogent occurrence of the words ‘‘Cloud
Computing’’ and ‘‘cloud adoption’’ in all collected articles
under this category shows that the organization’s focus is
moving towards the adoption of cloud computing technology
services. The word cloud terms distribution is given database
wise in tables (Table 6, 7, 8, 9, and 10).

The word frequency technique is applied to the text of
research papers, which are compiled under category2.

The pictorial representation of (Fig. 9) articulates that the
following: are the most frequent associated words surrounded
by the collection of papers, which are ‘‘Cloud Comput-
ing’’,’’ Cloud Adoption’’,’’ Service’’,’’ information’’,’’ Tech-
nology’’,’’ factors’’,’’ Data’’,’’ Services’’,’’ Management’’,’’
Organization’’ and ’’Security’’ respectively. This result shows

TABLE 9. Word cloud terms distribution across Elsevier.

TABLE 10. Word cloud terms distribution across ACM.

TABLE 11. Author affiliation.

that the associated words focus on the trend of cloud comput-
ing adoption. The words mention here matched as depicted
from the word cloud. The graph (Fig.9) shows that all
databases have mixed trends of sources containing these
words.

C. PUBLISHED PAPERS
Fig. 3 represents the distribution of the number of papers with
respect to their publication year. It shows that the articles
were published between 2010 through 2018. The prominent
increase of publications is observed in this domain from
2013- onward.

D. AUTHOR AFFILIATION
The text in the papers of both categories consists of informa-
tion about authors and their affiliations. As per the study [26],
this information is extracted and processed. The resultant data
contains 648 authors from 62 countries. The top ten records
from this data are shown in Table. 11. The author’s affiliation
data analysis shows that most of the publications originated
from Asia, Europe, North America, Australia and a few from
Africa.
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FIGURE 3. Distribution of research papers in terms of publication year.

FIGURE 4. Heat map diagram (articles category 1).

FIGURE 5. Heat map diagram (articles category 2).

E. SIMILARITY ANALYSIS
The similarity analysis technique presented in [23] was
applied to the articles of both categories. The heat map shows
resemblance among the articles. It is depicted from the (Fig.4
& Fig.5) that the articles in both categories belong to their
particular domains as specified in the previous section. The
similarity algorithm cannot find the exact correspondence
between the articles, but all articles are interrelated to one
another and having a likeness in meaning. Similarity analysis

TABLE 12. Cluster centroid terms for (articles category 1).

in terms of category shows that these articles are not exactly
similar but interlinked in meaning in the context of their
domains. The articles in the 1st category are more similar as
compared to articles of the 2nd category.

F. CLUSTER ANALYSIS
The techniques presented in [37] and [36] are applied to
conduct cluster analysis in 1st category articles. The K-Means
clustering algorithm is used to design clusters.We tried differ-
ent values of K, 1 through 7 but finally selected k=5 because
it gives the best results. Fig. 10 shows that there are five
clusters, cluster 2 contains 108 articles, cluster 0 and 3 have
one article each. The cluster 4 contains 5 and 1 contains 3 arti-
cles. Themaximum number of (K=108) articles assembled in
cluster 2. It means that these article discussing the main topic
(cloud computing application towards big data). We tried and
find out that the articles, assembled in other clusters (K=11)
have a discussion on big data but slightly, from a different
perspective as shown in Fig.8.

The terms that occurred in the centroid of the clusters are
shown in Table12. As per study [36], the terms in the cluster
centroid represents the subject being discussed in the articles
of a cluster. As mention in (Table 12), the distinct centroid
terms of cluster 0 are ‘‘software’’, ’’reliability’’ and ‘‘Open-
Stack’’ etc. that means the articles accumulated in this cluster
are focusing on some sort of tools in the context of big data
and cloud computing context. In a similar way, the distinct
centroid terms of cluster 1 are ‘‘security’’, ‘‘Storage’’ and
‘‘analytics’’ etc. which means the articles accumulated in
this cluster are focusing on big data storage, analytics, and
applications of cloud computing services.

The distinct centroid terms of cluster 2 are ‘‘mobile’’,’’
devices’’,’’ user’’ etc. that means the articles accumulated in
this cluster are focusing on big data, generated from user
devices and mobile cloud platform services applications. The
maximum number of articles accumulated in this cluster so,
it means the big number of articles among the collected set
are focusing in this subcategory. Cluster 3 distinct terms
are health care, telehealth and ‘‘map-reduce’’, it means arti-
cles gathered in this cluster are focusing on the applica-
tion of cloud computing in health care big data processing.
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FIGURE 6. Word frequency distribution across all databases (category 1).

The cluster 4 distinct centroid terms are ‘‘Histogram’’,
‘‘server’’ and ’’energy’’, it means this cluster articles focused
on Histogram techniques and its application. The centroid
terms analysis shows that in every cluster the word Big Data
and cloud computing is present so we can conclude that all
these articles are interlinked and have a common context of
the discussion.

The same process repeated to conduct cluster analysis for
2nd category articles. For this case k=5 i.e. there are five
clusters, cluster 3 contains 70 articles, cluster 0 and 1 have
one article each. Cluster 2 contains 5 and 4 contains 4 articles.
The total number of articles (K=70) assembled in cluster 3.
It means that these articles discussing the main topic (cloud
computing adoption trends).We tried and find out that articles
assembled in other clusters (K=11) have a discussion on
cloud adoption trends but from a different perspective as
shown in Fig. 11.

The terms that occurred in the centroid of the clusters
are shown in Table13. As per study [36], the terms in the
cluster centroid represents the subject being discussed in the
articles of a cluster. As mentioned in (Table 13) the distinct
centroid terms in cluster 0 are ‘‘organization’’,’’ capabilities’’
and ‘‘assessment’’, it means the articles accumulated in this
cluster are focusing on the capability of the organization
for cloud computing adoption. The distinct centroid terms
in cluster 1 are ‘‘security’’, ’’compliance’’,’’ checklist’’ and
‘‘gaps’’ etc.it means the articles of this cluster focusing on
security compliance and gaps. The cluster 2 distinct centroid
terms are ‘‘SMES’’, ‘‘factors’’ and ‘‘information’’, it means
the articles in this cluster are focusing on cloud adoption
factors in SMEs. The distinct centroid terms of cluster 3 are

FIGURE 7. Word cloud across all databases (category 1).

‘‘data’’,’’ services’’,’’ security’’ and management, etc. this
cluster contains maximum articles, it means the major topic
of discussion in this cluster is cloud computing technology
services adoption and management of data security. The clus-
ter 4 distinct terms are ‘‘migration’’, ‘‘tenant’’, ’’analytics’’
etc.it means articles in this cluster focusing on data migration
towards Cloud environment and tenant thought towards the
cloud as a concern.

G. TOPIC MODELING
As per the study of [28] and [38], we used the LDA model to
find out topics for the articles of both categories. As per the
study [28], we analyzed all the research articles and devel-
oped dictionaries of keywords as mention in Fig2. We also
calculate the frequency of keywords as some of the word
frequencies mention in section (IV A&B). Then using dic-
tionaries and word frequency values designed a term fre-
quency matrix, this matrix is applied as input to LDA to
generate results (i.e. Topics) as shown in appendix A and
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FIGURE 8. Cluster analysis (articles category 1).

FIGURE 9. Word frequency distribution across all databases (articles category2).

FIGURE 10. Word cloud across all databases (articles category 2).

appendix B. The terms multiplied by values (b) is shown in
both tables. The value b of the term close to zero means that
term contributes more towards the topic. In articles of the

1st category, as per the study [29], we analyzed keywords
that appeared in topics and cluster centroid and identified
the big data areas discussed in these articles, in which cloud
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FIGURE 11. Cluster analysis (articles category 2).

computing technology is used for data processing. These
are Enterprise big data, health care,business intelligence,
bioinformatics, medical images, remote sensing image pro-
cessing, telehealth, CCTV application data, and education
learning system, mobile cloud processing, IOT big data, traf-
fic hotline GPS data, big data image processing and internet
of vehicles (IOV) big data processing. (Appendix Table 14
(Topic 1-10 and 18) and Table 12).Similarly (Topic 11-17 and
Topic19 -24) (Appendix A (Table 14) and Table 11) we
identified tools, techniques, terms, and algorithms discussed
in the context of the application of the cloud computingmodel
towards big data processing. These are NSGAII-algorithm,
NoSQL, Open MP, OpenStack, FPGA, Hadoop, Spark,
K means -Algorithm, SDN, Map Reduce and anonymiza-
tion technique for data security. In articles of 2nd category,
as per study [29], we analyzed keywords appeared in topics
(Appendix B (Table 15)) and cluster centroid (Table 13) and
found the following key points as given below:

Topic 1: discusses the understanding of the organiza-
tions and their management towards cloud computing tech-
nology that, cloud mechanism is outsourced, so what are
data and processes backup recovery mechanism in case of
disaster.

Topic 2 discusses the small enterprises’ study and research
for the adoption of cloud computing services and analysis of
its factors that need to be taken care of.

Topic 3 & 9 discuss forms of cloud computing services
SAAS, PAAS and IAAS, alternative systems and approaches,
it concludes that decision can be made according to the
requirements.

Topic 4&14 identify the discussion from these articles that
what is the cost and benefits of adopting this technology to
business and security it provides, it also discussed about the
infrastructure and software provided by a cloud provider.

Topic 5 & 8 discuss the organizations adopting cloud
services for enterprise resource planning (ERP), medical and
healthcare data services.

Topic 6 talks about the success of the cloud computing
model in adoption because it provides all needful services to
the business for the analysis, management of data and process
the data.

Topic 7 talks about cloud computing success towards pro-
cessing and analysis of big data systems.

TABLE 13. Cluster centroid terms for (articles category 2).

Topic 10 talks about the survey conducted in Saudi Arabia
for cloud computing adoption. It concludes that cloud com-
puting is adopted in health organizations and industry for its
financial benefits.

Topic 11 talks about the maturity of the system. It dis-
cussed that the system is outsourced there may be some risk
related to the capability and maturity of the framework.

Topic 12 & 13 depict one of the main factors of cloud
computing adoption that, it is an innovative model which
provides business services at a lower cost, this feature con-
vinces the top management of organizations to adopt this
system.

V. CONCLUSION
This research focuses on the application of text mining tech-
niques for information extraction in the domain of cloud com-
puting and its application towards big data processing. It finds
key factors for successful adoption, hurdles in its adop-
tion and other linked knowledge from different dimensions.
We selected 200 research articles published from 2010 to
2018. The sources of these articles are IEEE, Springer, Else-
vier, Wiley and ACM databases. The diverse text mining
techniques are applied such as term frequency analysis, sim-
ilarity analysis, cluster analysis and topic modeling (LDA).
Using term frequency analysis we found the high-frequency
words in literature and linked words in both categories of
articles. Similarity analysis in terms of category shows that
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TABLE 14. Top words in topics (articles category 1). TABLE 14. (Continued.)Top words in topics (articles category 1).

these articles are not exactly similar but interlinked in mean-
ing in the context of their domains. The articles in the 1st

category are more similar as compared to articles of the
2nd category. Cluster analysis technique shows that highly
related documents accumulated in one cluster, it means that
these articles discussing the same topic. The topic modeling
technique grouping papers into logically related topics.
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TABLE 15. Top words in topics (articles category 2). TABLE 15. (Cointinued.) Top words in topics (articles category 2).
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TABLE 15. (Cointinued.) Top words in topics (articles category 2).

By the analysis of keywords in topics and cluster centroid
terms, this study depicted the ten big data areas in 1st category
articles, in which cloud computing technology is being used.
In articles of the 2nd category, this study discovered fourteen
cloud adoption factors and hurdles in adoption. The author’s
affiliation data analysis shows that most of the publications
originated from Asia, Europe, North America, Australia and
a few from Africa. It has been observed in the analysis
that the number of articles in these domains increased from
2013 onward which shows an increase research trend in these
domains. In the future, we will extend this study with a
larger corpus and a wider scope to discover knowledge from
published sources of literature.

APPENDIX A
See table 14.

APPENDIX B
See table 15.
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