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ABSTRACT Stock price volatility forecasting is a hot topic in time series prediction research, which plays
an important role in reducing investment risk. However, the trend of stock price not only depends on its
historical trend, but also on its related social factors. This paper proposes a hybrid time-series predictive
neural network (HTPNN) that combines the effection of news. The features of news headlines are expressed
as distributed word vectors which are dimensionally reduced to optimize the efficiency of the model by sparse
automatic encoders. Then, according to the timeliness of stocks, the daily K-line data is combined with the
news. HTPNN captures the potential law of stock price fluctuation by learning the fusion feature of news and
time series, which not only retains the effective information of news and stock data, but also eliminates the
redundant information of the text. Compared with the state-of-the-art methods, our method combines more
abundant stock characteristics and has more advantages in running speed. Besides, the accuracy is averagely

improved by nearly 5%.

INDEX TERMS Stock prediction, news, natural language processing, hybrid neural network.

I. INTRODUCTION

Many social activities, such as weather indices, energy data
or economic activities, whose temporal characteristics are an
important basis for making prediction. Among them, stock
price forecasting is a challenging issue in time series analy-
sis [36]. The high returns attract many investors and traders.
In general, investors hardly master the price changes accu-
rately in the stock market. Therefore, it is of great significance
to construct a model with high predictive precision, so that
we can have a good grasp of the volatility law of the stock
market effectively and help the investors avoiding risks and
improving profits.

Fama [1] theorized the efficient market hypothesis that
for an economic market with perfect laws and regulations,
the stock price reflects all available information, which means
the relationship between historical stock price and current
stock price can be used to forecast the future stock trend.
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But this method only considers stock price and ignores
another important source of price volatility — news, which is
time-stamped and situation-relevant [35]. Preis ez al. [2] used
the Google trends to determine the search volume, and found
that some events had a large number of search volume about
related events before the news occurred. They concluded
that search volume not only can reflect the current state, but
also predict the future trend. To validate Ref [2], we collect
the search volume of Microsoft (MSFT) and the change of
stock price (chg) movement in December 2018 on the Google
website to verify the effectiveness of news. The trend of
search volume and MSFT’s chg in the same period are shown
in FIGURE 1.

From FIGURE 1, we observe a phenomenon that when the
trend heat increases, the corresponding stock’s chg becomes
higher, basically more than 2%. Accordingly, we can deter-
mine that the changes in stock price trends can be reflected
in the news heat, and vice versa. Thus a fact can be affirmed
that news and stock price reactions have an intimate connec-
tion. In this paper, we try to extract the useful text features
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FIGURE 1. MSFT's search volume and chg over the same period.

from news, and combine the data of daily K-line for bet-
ter forecasting ability of HTPNN. The main work includes:
1) News is mapped to the vector space by using a distributed
model. Then sparse auto-encoder (SAE) is used to reduce
the dimension of word vector matrix to obtain concise and
useful text information; 2) A hybrid neural network model
named HTPNN is constructed to predict the stock volatility
by jointly using the deep convolution layers for capturing
text features and Long Short-Term Memory (LSTM) layer for
learning the law of stock prices fluctuate; 3) To retrieve the
most relevant news features to explain or influence the stock
volatility, deep convolutional layers are adopted; 4) In order
to improve the forecasting precision and reduce the single
feature prediction error, our approach feeds stock price into
LSTM layer, extracts more advanced feature, and combines
news and price features to generate the deeper fusion feature,
which can effectively predict the stock trend. Experiments
demonstrate that the classification accuracy of HTPNN is
higher than typical methods.

The remainder of this paper is organized as follows:
In Section II, we introduce the related works about the
stock prediction; Section III gives the pre-processing and
pre-sentation method of news texts; Section IV puts forward
the design of our approach for forecasting the stock price
fluctuation; Section V compares and analyzes the experimen-
tal results on sample sets; the summary of our work and the
prospect of future work are presented in Section VI.

Il. RELATED WORKS

So far, the studies of stock prediction are primarily divided
into two categories: conventional time series prediction meth-
ods and soft computing methods [3], [4].

In earlier literature, a series of algorithms based on Auto
Regressive and Moving Average model (ARMA) have been
used in stock prediction [5]. However, ARMA is suitable
for stationary time series analysis. When the time series
has a trend of change, the common model is the Autore-
gressive Integrated Moving Average model (ARIMA), which
is used for the analysis of homogeneous non-stationary
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time series. Ariyo et al. [6] used ARIMA model for the
purpose of predicting the price in the New York Stock
Exchange (NYSE) and Nigeria Stock Exchange (NSE). The
experiment demonstrated that ARIMA had a strong ability of
forecasting stock prices in short-term. However, in long-term
time series prediction, the Generalized Autoregressive con-
ditional heteroskedasticity model (GARCH) performs better
than ARIMA. It focuses on analyzing the variation of condi-
tional variance of random perturbation term in time series and
describes the sequence more accurately [31]. Ariyo et.al. [8]
compared different GARCH models and concluded that the
asymmetric model was superior to other GARCH models.
If asymmetric properties are neglected, the GARCH model
with normal distribution is preferable to the models with
more sophisticated error distributions. Refs [9] and [11] also
illustrated the superiority of asymmetric GARCH models.

The soft computing methods overcome the limitation of
linear models and focus on extracting the non-linear relation
in stock series. It determined that the predicted results could
be acquired without prior knowledge of the statistical distri-
bution of the input data [10]. The soft computing techniques
primarily include the neural network and the neuro-fuzzy
techniques which are based on the deep learning strategy [4].
The deep learning method is a kind of non-linear model,
which makes the best use of the training data and learns
the internal correlations between training data in the original
feature space after multiple iterations. Hence, for complex
non-linear systems such as the stock market, the deep learning
method can make more accurate prediction which is cru-
cial for stock price forecasting [13]. Dixon et al. [14] used
deep neural networks (DNNs) to predict the price changes
and futures of 43 commodities within 5 minutes. The back
propagation (BP) algorithm was used to achieve an accuracy
of 42%. In Ref [15], Fehrer and Feuerriegel constructed a
German stock return model based on news headlines. They
used a recursive self-encoder with an additional softmax layer
to predict the stock returns associated with the news headlines
for the next day, and achieved 56% precision. Similarly,
the volatility of Standard & Poor’s (S&P) 500 forecasting
model based on LSTM was proposed by Ref [16], which
focuses on the effect of the input set on prediction results.
The input set includes volatility and 25 domestic trends in
the main areas of the country. And the accuracy exceeds 60%
compared to other baseline models.

The models used in conventional methods can not cap-
ture the non-linear mode easily [4]. In recent literature,
Zhang et al. proposed a State Frequency Memory (SFM)
recurrent network to capture the multi-frequency trading
patterns from historical prices [7]. The future stock prices
were predicted as a nonlinear mapping in an Inverse Fourier
Transform (IFT) fashion. In addition, Ref [38] noted that
the prediction of price trends not only depends on historical
stock data. Li et al. designed a Technical Trading Indicator
Optimization (TTIO) framework [10]. The effective represen-
tations of stock properties were learned by a skip-gram archi-
tecture. Based on the learned stock representations, TTIO
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learned a re-scaling network to optimize the performance of
the indicator. The stock market experiment showed that the
optimized indicator can produce stronger investment signals
than the original ones. Similarly, Chen ef al. [12] used stock
representation to model the market state, generate a dynamic
correlation between stock and market, and aggregate with
dynamic stock indicators to achieve more accurate stock
forecasting.

lll. THE EMBEDDING OF NEWS

This section introduces the extraction of the key informa-
tion in news and its description in HTPNN. Section A
will introduce the news pre-processing in the experiments.
Section B and Section C describe how to generate news word
vectors.

Radinsky er al. [17] attested that news headlines were more
helpful than contents in prediction. Therefore, we only extract
events from news headlines. First, the pre-processed corpus is
inputted into the word vectors model. Then the word vectors
model computes the co-occurrence matrix, and calculates
word vectors according to co-occurrence probability. Finally,
a word vectors matrix about the training sets with ranking
in the time order is generated. The process of extracting and
training news events is shown in FIGURE 2.

A. PRE-PROCESSING OF NEWS HEADLINES

In order to convert text information from human language
to machine-readable descriptions for subsequent processing,
there should be a standardized pre-processing for text [39].
The steps of text normalization are discussed as following:
1) Fixed non-trading days can be observed in the stock
market, but the date of stock news appearing is uncertain.
According to experience, the important non-trading news still
appears on the next trading day. So we remove the non-trading
news to guarantee the news date matches the stock time [18].
For individual stocks that have no news on trading day,
by default, the stock fluctuation is influenced by the last
news events. 2) The word segmentation module NLTK in
python3 is adopted to spell check for the news text, remove
special symbols and divide news headlines into word sets.
3) News includes some most frequent words without meaning
which provide less information value for the news [30]. So we
use the stop-words list to take out stop words to eliminate
the noise of news. After all news in the training set is split
into a similar structure, the word co-occurrence matrix and
the corresponding word vectors are calculated. In this way,
we obtain the continuously distributed representation of each
news.
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B. TRAINING CO-OCCURRENCE MATRIX

AND WORD VECTORS

Generally speaking, the representation methods for words
include two types: one-hot representation and distributed rep-
resentation. One-hot representation is the most intuitive and
common technique. Each word in the thesaurus is coded to the
same vector dimension. The word in corresponding positions
is encoded 1, the rest dimensions are 0. However, this method
only expresses the position of words, ignoring the semantic
relationship between words. The distributed representation
method proposed by Ref [19] stated that each word was
represented by its context, which retaining more sentence
information. Two kinds of typical distributed representation
models are 1) Global matrix decomposition methods, such
as latent semantic analysis (LSA) [33]; 2) The local context
window methods, such as word2vec model [34].

LSA based on SVD matrix decomposition obtains two sets
of vector for documents and words via document information
and co-occurrence words of window size respectively. But it
performs poor on word analogy. The word2vec model learns
the occurrences of other words around one word to obtain the
low-dimensional word vectors. However, this method trains
each context window separately without taking advantage of
the statistical information in the co-occurrence matrix, so the
processing ability of polysyllabic words is weak. In order to
overcome the shortcomings of the models mentioned above,
we choose the weighted least squares model GLOVE pro-
posed by [23], which is based on the distribution representa-
tion of the matrix. GLOVE model combines the advantages of
one-hot and distributed representation. Rows of word vectors
matrix represent the corresponding words. The similarity
of words is expressed by the vector space distance directly
which describes the context of word distribution. The opera-
tion of training non-zero elements in the word co-occurrence
matrix effectively utilizes the global and context information
of the corpus (sliding window) to generate meaningful sub-
structure vector space which is suitable for different sizes
of corpus. The procedure of calculating word vectors is as
follows:

The co-occurrence matrix X is obtained after traversing the
entire corpus. Based on the approximate relationship between
word vectors and co-occurrence matrices, the general formula
of word vectors is calculated.

log(Xix) = v! vi + bi + by, (1

where Xj; is the number of times the word k appears in the
context of word i. v represents the word vector. b; and by are
the bias terms corresponding to word vectors v; and vy.

The loss function is defined as:

N
2
J=Y"F (xy) (vl-Tv]- + b+ b — logx,-,j) )
ij=1
where N denotes the size of the corpus. As a matter of experi-

ence, words with very high frequency may be noise. In order
to reduce the impact of such words on results, weight function
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FIGURE 3. In the process of generating word vectors, the sentence is
segmented to the word sets whose index is obtained by matching the
keywords matrix of the corpus. The index matrix is inputted for training to
get the word vectors matrix of news titles.

f(x) is added into the loss function. The higher the word
frequency, the greater the weight.

In order to enrich the semantics of word vectors as much as
possible, the news headlines of selected stocks from 2014 to
2016 are collected as corpus. After pre-processing, accord-
ing to the occurrence frequency of words, 7,500 keywords
with the most number of occurrences are retained, and the
rest words in the corpus are signed ‘“‘unknown”. In this
way, the keywords co-occurrence matrix has remained. Then,
the training news texts are inputted into the GLOVE model
for the final semantic word vectors matrix which is matched
with the keywords matrix. For example, the training process
of news headline “Boeing ordered to replace faulty wing
part” is shown as FIGURE 3. From the overall training set,
the maximum of each news headline to be represented by
25 words. The word of each headline is mapped into the word
vector with 50 dimensions. The size of the sliding window in
GLOVE is assigned as 10.

C. REPRESENTATION OF TEXTUAL

INFORMATION IN HTPNN

In this paper, the dimension of news word vectors matrix is
larger than that of price, which will enhance the importance
of news and affect the final prediction accuracy. As is well
known, when the text is with high dimension and a large
amount of data, the matrix after segmentation is generally
sparse. So deep SAE was adopted to reduce the dimension
of text, by extracting the structure hidden in data. In Ref [20],
the text feature was extracted by using PCA, a shallow SAE
and a deep SAE. The result indicated that the deep SAE has
higher recognition accuracy, better generalization and more
stability. As a consequence, deep SAE is used to obtain the
feature sets which are brief but still retain the main informa-
tion. The structure of SAE is shown in FIGURE 4.

Deep SAE includes encoder and decoder with size
of 25%25, the number of neurons in hidden layer is
256 according to experience. Then the text feature h(x;) can
be given as:

h(xi) = o (w(xi) + bx) 3
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FIGURE 4. The structure of SAE. h is the expected feature.

where x is the word vectors matrix. o denotes the Sigmoid
function in (3). Weight matrix indicates w € R™". n is the
scale of input layer, and m denotes the scale of hidden layer.
b, is the bias term.

In practice, sparse representation is more effective than
others. In order to satisfy the sparsity and make the learned
features constrained, the sparse penalty term was added to
the cost function of SAE. The common term is KL diver-
gence [21]. For avoiding over-fitting, we used the L2 norm
which is a common regularized constraint item to improve
the comprehensiveness of feature vectors [22]. Therefore,
the cost functions Lgpgyse can be defined as:

Lsparse = ZL (x,y) +)LZCU,'2J +8 ZKL (/0||,5]) G

ij j=1

where > L (x,y) denotes the average reconstruction error,
w 12 j is the weight-decay. To enhance sparsity and minimize
the cost function, the average activation for each hidden unit
p; is expected to be close to the sparsity penalty factor p. A is
the weight attenuation parameter. 8 is the weight coefficient
of sparsity penalty term. The error of SAE is relatively small,
so we hold that the features obtained by encoder can represent
the meaning of the text.

IV. THE STRUCTURE OF HTPNN MODEL

Having obtained the word vectors matrix in Section III.B, this
section will retrieve the basic stock data and split it with the
word vectors matrix to serve as the input of HTPNN, which
is composed of deep convolution layer, LSTM layer, feature
fusion layer,and full connection layer. FIGURE 5 describes
the specific structure of HTPNN.

A. INPUT SET AND LABEL SET

We expect more complex features to improve the forecasting
ability of our model. Thus in addition to the news vector
matrix in Section III, we also use the web crawler to obtain
the basic information about the stock price in Yahoo Finance,
including the stocks codes, the daily opening price, closing
price, the highest price, the lowest price, the transaction
amount and volumes. In actual stock trading, some individual
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FIGURE 5. A graphical structure of HTPNN consists of SAE, deep convolution layer, LSTM layer, feature fusion layer and full

connection layer.

stocks change their trend due to the dividends. The rehabili-
tation can repair the stock price, so that investors are able to
judge whether the current price is at a relative historical high
or low. Therefore, all the selected prices are split-adjusted
data which represent the information of stock. The sample
set is composed of 12 DOW component stocks including
the Dow Jones Industrial index (DJIA) which represents the
contrast of the benchmark. We regard the chg of each stock
as the label set by calculating the relative rate of return R;.

®

where Inc; and Ins; are the logarithms of component stocks
and DJIA daily closing price, respectively. We divided the
data sets into three kinds according to time windows with
different lengths: long-term (30 days), mid-term (7 days),
short-term (1 day). Meanwhile, the EMV index was added
to the stock price set on the basis of k-line data for expressing
the stock trend chg fully. EMV index is an agile index that
reflects stock price fluctuations and the relationship between
stock price and trading volume [24]. When EMV index and
the neural network are used to predict future stock volatility
and investment, the profit results are higher than that of single
index trading strategy [25]. The function of EMV can be
written as (6):

N
EMV = Z (cinax 'Z’_Cfnin _
t=1

where ¢(;)max and c(smin are the max/min value of the stock
price on day f. ¢jgy and ¢y, are the max/min value of the
stock price in N days. V represents the stock trading volume.
So the final stock information vector consists of [open, close,
highest, lowest, volume, amount, EMV]. The output of the

R; = Inc; — Ins;,

=1 =1
Cmax + Cmin

2

Cmax + Cmin
*
%

], (6)
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model will be labeled price rise (category 1) and other situa-
tions — price unchanged or falling (category 0).

B. THE CNN LAYER

The sequence of word vectors matrix is concise and arranged
in chronological order. One-dimensional convolution can
reduce the amount of computation and extract news features
by sliding one-dimensional convolution kernels. The news
text with length n (filled with vector O when the length is
insufficient) can be expressed as:

)

where @ denotes the connect operators, x;.x is the news U;
{xi...k, X(1)eks * ,x([+/)...k} with the number of words for
Jj. The word vectors dimension of the i-th word in a sentence
is k.

Based on experience in this paper, 2 convolution layers
gave better experimental results. Each layer is convolved with
an activation layer ReLU. The convolution operation contains
afilter § € R which is applied to the window of & words to
extract the news feature c;:

Xlin = X1k D X2k D - -+ B X(itj) ks

ci =f (8 * Xjign—1 + bi), (8)

where the convolution operation * is based on sliding window
feature extraction, b; € R is the bias term. f indicates the
non-linear function of the hyperbolic tangent. The filter &
is applied to every possible words window of the sentence
U, = {x,‘..ik, X(it-1)ks> """ ,x(,~+j)...k} to generate the feature
map. The news events with length n are inputted into the
convolution layer to gain the news features sequence Q =
(c1,¢2,+++,cp). Due to the dimension reduction of SAE,
we can obtain low-dimensional eigenvectors without pooling.
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After the convolution operation, the resulting feature vector
(Qi, Om, Q1) consists of long-term, mid-term and short-term
sequences. The news vectors will combine the features of
stock price generated by LSTM layer.

C. THE LSTM LAYER
In the related work for stock data forecasting, the most
commonly used model is Recurrent Neural Network (RNN).
However, the training process of RNN requires more parame-
ters. In addition, the serious problem that appears in the state
calculation is gradient vanish. Therefore, as an improvement
of RNN, LSTM has been widely used in time series data
prediction. It adds the gate unit based on the RNN memory
unit, so that each input can control the retention of previous
and current information. Compared with RNN, LSTM learns
the long-term dependence of sequences and makes full use
of the temporal features. When stock fluctuation features are
extracted, we should not only consider the spatial relationship
between news and stocks, but also pay attention to the change
of stock sequence in the time dimension. So LSTM is suitable
for time-dependent learning of stock price.

The steps of training sequence can be described as follows:
1) The input at each moment is divided into three parts,
including the output, the hidden state of the unit at the pre-
vious moment, and the sequence at the current moment. The
forgetting rate of the unit state at the previous moment is
calculated by sigmoid function of the forgetting gate, ranging
from (0,1). 2) The input gate handles the input of the current
sequence position, which consists of two parts: the first part
goes through the sigmoid function, and the second part uti-
lizes the Tanh activation function to update the hidden cell
state. 3) Before passing through the output gate, the hidden
state at the current moment is updated by multiplying the
results forget gate in 1) and the input gate in 2) respectively.
4) At the final step, the output is calculated by the output state
and sequence of the last moment via Sigmoid function, which
will combine with the updated hidden state to get the final
result.

The stock price sequence was fed into LSTM to get the
feature S; = {s1, 52, - - - , s, }(n is the sequence length), and

Sn =1 (cn=1, hn—1, Xn) , 9

where f is the way of LSTM to accomplish, ¢,—1, hy—1, X
represent the output state at the previous moment, the unit
hidden state, and the current input sequence respectively.

D. THE FULL CONNECTION LAYER

Based on the above operations, we get the news feature Q and
stock feature S, which are complementary and explanatory
to each other. After mapping them into the same dimension
space, we input them to the fusion layer to get the fusion
feature Z which will be the input of the full connection layers.
The fusion operation is composing them together [29] as
follows.

Z=¢(wg-Q+ws-S), (10)
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where ¢ is the ReLLU, “4” indicates the element-wise addi-
tion. In order to simplify the exposition, the actual meanings
of w and b are distinguished by subscripts. ©¢ and w® are
the weights of Q and S with a slight abuse of notation.
The output of sequence Z in the fusion layer will pass
through the full connection layer to obtain the output y;. (11)
explains the operation function in full connection layer.

Vi =0 (W Z; + b), (11

where o is the Sigmoid function, w; is the weight vector and
b is the bias item. So we get the output after the softmax layer:

yeis (v € {0, 1}),, 12)

where y.;; is the output of softmax layer which represents the
probability of network output category. For the purpose of
strengthening the network generalization ability, each layer
joins the dropout layer and random loses part of neurons
function to avoid the fixed combination. Finally, the category
with the highest probability represents the forecasting result.
In order to accelerate the speed of weight updating during
training, the loss function is defined as the cross entropy.
The model is trained for 60 epochs with Adam until the loss
converges.

n
loss = — ) _ vilogs; + (1 = ynlog(1 =y, (13)

i=1
The results of each training are expressed as a confusion
matrix which is utilized to calculate the precision rate and
the correlation coefficient. In machine learning algorithms,
confusion matrix is the index to evaluate the results of model.
Each column of the matrix represents the sample situation
predicted by model. Each row is the real situation of the

sample.

V. EXPERIMENTAL RESULTS AND ANALYSIS

This section primarily describes the selection process of
experimental data and evaluation indices, analyzes the influ-
ence of different parameters on experiment and compares the
performance with the baseline methods.

A. THE INTRODUCTION OF EXPERIMENTAL SET

As one of the three major indices, the DJIA index has the
characteristics of large scale, good reputation and indus-
trial representation, which is of great significance to reflect
the development trend of stock market. The web crawler
component was used to get the individual stock on Yahoo
Finance during 2017-1-01 to 2019-3-01. However, due to
Yahoo Finance’s information restrictions, there may exist too
little news about some stocks to extract enough effective
information. Therefore, we selected the news which more
than 200 items per year and corresponding stock information
to download. For stocks with more than one news per day,
we chose the news with the largest number of comments per
day as representative. The contents of crawling consist of
stock code, daily open price, close price, the highest price,

154529



IEEE Access

Y. Wang et al.: Stock Volatility Prediction by Hybrid Neural Network

TABLE 1. Data distribution of three lengths in the sample set.

Data set Short Mid Long

The number of Train 3640 2400 820
The number of Validation 1420 1000 600
The number of Test 1400 1200 710

TABLE 2. The general form of confusion matrix.

Positive Negative
True TP TN
False FP FN

lowest price, the trade volume, news headlines, and date. Hav-
ing in mind that the news titles had more predictive value than
news content [27], we only consider the headlines of stocks’
news. The conjunction of stock information and word vectors
matrix after dimension reduction becomes the training input
of HTPNN. The experiment is conducted on three periods —
short-term, mid-term and long-term. Data set is pre-processed
for 5,460 trading days aligned with three periods respectively.
The pre-treatment includes deleting the duplicate data and
normalizing data. Table 1 describes the composition of data
set, in which training set accounts for 2/3, verification and
test set account for 1/6 respectively.

B. EXPERIMENTAL EVALUATION INDICES
Based on the relationship between the forecasting value and
the true value, the quantitative performance of the model can
be expressed by a confusion matrix, shown in Table 2. The
samples were divided into four parts, namely:

True Positive (TP): Both the predicted value and the true
value are 1.

False Positive (FP): The predicted value is 1, the true value
is 0.

True Negative (TN): Both the predicted value and the true
value are 0.

False Negative (FN): The predicted value is 0, the true
value is 1.

Accuracy is the most intuitive indicator of the predicted
result.

TP +TN

TP + TN + EN + FP’

Nevertheless, Accuracy is sensitive for the data distribu-
tion. When the distribution of particular situation in predic-
tion results is particularly large, the classifiers with predicting
large logarithmic categories will lead to higher accuracy,
which is not objective enough to evaluate a model. Accord-
ingly, we cited the Matthews Correlation Coefficient (MCC)
to avoid bias due to the data skew [26]. As a common indica-
tor to evaluate the performance, MCC is a single summary
value which contains all cells of the confusion matrix for
predicting and observing the results.

MCC = TP.-TN—FP-FN ’
+/(TP+FP)(TP+FN)(TN+FP)(TN+FN)

Accuracy = (14)

(15)
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TABLE 3. Parameter settings of HTPNN.

Parameters Value
Convolution layer 2
LSTM layer 2
Size of input matrix 25 % 100
Convolution kernels 3
Neurons of convolution kernel 64, 32
Learning rate 0.005
Iteration number 1000
TABLE 4. Influence of news on experimental results.
Input Accuracy MCC
News+EMV-+price 69.51% 0.337
News+price 65.97% 0.316
Only price 42.02% 0.023

TABLE 5. Influence of different amounts of short-term data.

Evaluation indices Title Content Title+Content
Accuracy 69.51% 60.33% 64.07%
MCC 0.337 0.025 0.302

C. PARAMETER ANALYSIS

This subsection will discuss the importance of feature selec-
tion by using the evaluation indices in Section V.B. Consider-
ing the efficiency and speed of the model, the better network
parameters are also analyzed.

1) IMPACT OF NEWS AND THE EMV INDEX ON
FORECASTING RESULTS

In order to display the importance of news headlines and
EMYV index, the news vectors matrix and the price matrix
were inputted into the model respectively. Parameter settings
of the model are shown in Table 3. Table 4 lists the compari-
son results.

The results in Table 4 validate the necessity of news and
EMV. The financial market price may not reflect all the
changes of stock volatility. As social media, news can effec-
tively aggregate effective information from various places
and react to stock price changes. Combined with EMV indi-
cator reflecting stock price fluctuations, it not only describes
stock price changes more accurately, but also enriches the
variety of learned features. Therefore, the news word vectors
and EMV index improve the prediction accuracy effectively.

2) THE EFFECT OF TEXT DATA VOLUME

ON PREDICTION RESULTS

Although news titles can provide the center information,
the contents also provide some background knowledge or
details. In this subsection, we design a comparative exper-
iment to analyze the effectiveness of the news headlines
and contents. Parameter settings are the same as Table 3.
According to the results in Table 5, the news headline has
the best performance in stock forecasting.
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TABLE 6. Influence of different number of convolutional layers.

Layer Evaluation indices Short Mid Long speed
Accuracy 64.71%  60.59%  62.71%
1-layer Is
MCC 0.425 0.198 0.371
Accuracy 69.51%  63.68%  64.19%
2-layer 43s
McCC 0.524 0.358 0.417
Accuracy 60.31%  58.73%  58.83%
3-layer 83s
MCC 0.195 0.162 0.163
Accuracy 58.07%  52.11%  48.83%
4-layer 120s
MCC 0.072 0.066 0.045

The concise headline can overview the meaning of the
whole news. In general, the number of words in news content
is large, which means that the semantics is too complex to
contain more noise. Table 5 describes the fact that the quality
of news is more important than the quantity, which means the
most relevant information (such as news headline) is better
than the information with large amount but less relevant.

3) INFLUENCE OF THE DIFFERENT NUMBER OF
CONVOLUTIONAL LAYERS ON PREDICTION RESULTS

The number of convolution layer has a certain impact on
the experimental results. In this subsection, we mainly dis-
cuss the network structure of HTPNN. The different number
of convolution layer was selected for the comparison, with
the activation function ReLU. The results of HTPNN with
1 LSTM layer and 1 to 4 convolution layers are analyzed in
Table 6.

It can be seen from Table 6 that the prediction result
of 2-layer convolution is the best, which indicates that the
multi-convolution layer can explain more complex classifi-
cation relations. But when the model reaches 3-convolution
layer, the accuracy and the speed decrease. The reason for
decrease may be related to the size of data sets. The deeper
the model layer, the greater the extension of amplitude, which
will affect the model performance ultimately. Another possi-
ble reason is that the gradient disappear or gradient explosion.
In the neural network, if the weight initialization value is too
large, the gradient in back propagation may attenuation or
increase in the form of index, which results in the decrease
of prediction accuracy. In addition, the short-term results are
superior to the mid-term and long-term. Perhaps the reason is
the delay between price reaction and news. In some cases,
events can lead to immediate changes in stock prices. For
example, on May 30, 2019, US President Trump announced
to impose tariffs of 25% on imports from Mexico, which
caused panic in the stock market. The three major US stock
indices all fell by more than 1%, among which the DJIA index
fell by 354.84 points, about 1.41% [32].

4) INFLUENCE OF DIFFERENT LSTM LAYERS ON
PREDICTION RESULTS

In our hybrid neural network, LSTM and convolution layer
are the main factors that affect the prediction results. So we
also discuss the effect of LSTM layers on the experiment
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FIGURE 6. The effect of LSTM layer number on the results.

TABLE 7. The results on different models.

Methods Accuracy MCC
BOW-SVM 56.42% 0.073
WB-NN 60.25% 0.198
E-NN 60.84% 0.201
BOW-NN 60.61% 0.200
BOW-CNN 64.39% 0.446
GM-CNN 65.97% 0.451
HTPNN 69.51% 0.524

when convolution layers in HTPNN are 2. The results are
shown in FIGURE 6.

FIGURE 6 indicates that, with the increase of layers,
the dimension of the hidden layer unit decreases, which leads
to the decrease of the effective dimension of the model and
the degradation of the network. In addition, too many layers
of LSTM will lead to long training time of the model, and may
also have the problem of fitting which is not suitable for a time
series prediction need. Therefore, based on the quantitative
results in the comparative experiment, the HTPNN of 2-layer
CNN and 2-layer LSTM achieves superior performance.

D. COMPARATIVE EXPERIMENT

In order to give a comprehensive assessment to HTPNN,
the experimental results are compared with the baseline mod-
els, as shown in Table 7.

1. BOW-SVM [28]: Luss proposed to construct a predictive
model with SVM. The training set includes news documents
and labeled classes. And the news features are determined by
the Bag-of-Words model (BOW), the classification categories
are calculated by linear functions.

2. GM-NN: The same word vectors and the standard
feedforward neural network (NN) are built to compare with
HTPNN.

3. E-NN [26]: The structured event tuples E = (O1; P; O2)
represented news documents. The relationship between
events and stock price changes was studied by NN.

4. BOW-NN [29]: Methods of processing text also influ-
ence the prediction results. We select the BOW model to
extract features of the news text and compare it with the
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FIGURE 7. The average error of individual stocks. By comparison,
the average error calculated by HTPNN is the lowest, ranging from 0.2 to
0.4.

GLOVE model. The word frequency represents the word
vector. When the number of words appearing in the text
is taken as the initial word frequency matrix, we use the
TF-IDF model to calculate the inverse document frequency
of words and delete the words with too low weight. The word
frequency matrix of news text is fed into NN for predicting.

5. BOW-CNN: Based on the BOW-NN method, we test the
ability of CNN to extract text features with the same BOW
model. Furthermore, compared with GM-CNN, the impor-
tance of text representation is also discussed.

6. GM-CNN: In order to verify the ability of LSTM for
extracting the sequence features, we design a convolutional
neural network for comparison. The remainder parameter
settings are the same as HTPNN.

Except for the comparison on the experimental set, four
representative component stocks with good liquidity (NKE,
PG, INTC, CSCO) are selected to calculate the aver-
age error of predicted value and true value in short-term.
FIGURE 7 illustrates that the average error of HTPNN is the
smallest.

Based on the above analysis, our model achieves bet-
ter results on both the experimental set and individual
stocks. From Table 7 and FIGURE 7, the performance
of the CNN-based model outperforms the SVM-based or
the NN-based prediction model. BOW-SVM model can not
capture the meaning of the text since the words in BOW
model are all independent without combining the seman-
tic connection with the news [37]. SVM cannot joint the
time characteristics of stock for its own characteristics,
and it also shows weakness in multi-classification prob-
lems [40]. While NN only accepts a layer of all input
to extract the characteristics, the forecasting result is not
accurate as HTPNN. One-dimensional convolution layers
learn the relationship between news events and extract more
representative of the feature. And LSTM learns the hid-
den time dependencies in the stock price sequence. Hence,
the ability of HTPNN to extract implicit features is stronger.
On the one hand, the news title represents the main mean-
ing. On the other hand, low-dimensional vectors can effec-
tively solve the problem of feature sparsity. Furthermore,
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GLOVE may carry more expressiveness than the BOW
model. If the news text is not filtered, some of the words
may become noises and interfere with the original seman-
tic feelings of news. In the case of using the same word
vectors, HTPNN is superior to the single neural network
such as the CNN-based model. It not only combines the fea-
tures of events related to stocks, but also extracts the deeper
feature of stock fluctuations by LSTM, which provides a
comprehensive feature basis for the stock fluctuation predic-
tion. And the feature fusion layer plays the role of reducing
the feature dimensions and speeding up the running time
of HTPNN.

VI. CONCLUSION

The main contribution of this paper is to provide the inte-
gration of advanced text features and basic stock infor-
mation. When predicting the stock volatility, most works
only consider the influence on volatility trends so that the
extraction of stock features is not comprehensive enough.
In this paper, we built a novel fluctuation forecasting model
HTPNN with enhanced feature extracting ability via study-
ing the implicit relationship between news and stock daily
price. For this, HTPNN achieved superior performance in
terms of balancing the prediction effect and running time.
Meanwhile, the representation and processing methods of
news were discussed. The transformation of news head-
lines into low-dimensional vector matrices with rich seman-
tics is the key of the method. Our work demonstrated that
the useable features embed in news promote the prediction
accuracy significantly above the baseline methods. The test
on individual stocks confirmed the practical applicability
of HTPNN.

It should be noted that our segmentation length for news
and index sequences are fixed. However, in actual trading,
the effect of different events on stock fluctuation may be
different. In future works, we will analyze the impact of
event intensity and how to divide the sequence window
more scientific for better prediction accuracy, ultimately
achieve the goal of profitability by applying the investment
strategy.
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