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ABSTRACT Linear regression has shown an effective tool for face recognition in recent years. Most existing
linear regression based methods are devised for grayscale image based face recognition and fail to exploit
the color information of color face images. To extend linear regression for color images, we propose a
novel color face recognition method by formulating the color face recognition problem as a quaternion
linear regression model. The proposed quaternion linear regression classification (QLRC) algorithm models
each color facial image as a quaternion signal and codes multiple channels of each query color image in
a holistic manner. Thus, the correlation among distinct channels of each color image is well preserved
and leveraged by QLRC to further improve the recognition performance. To further improve QLRC,
we propose a quaternion collaborative representation optimized classifier (QCROC) which integrates QLRC
and quaternion collaborative representation based classifier into a unified framework. The experiments on
benchmark datasets demonstrate the efficacy of the proposed approaches for color face recognition.

INDEX TERMS Quaternion representation, linear regression, color image, face recognition.

I. INTRODUCTION
Face recognition (FR) has been a hot research topic in pattern
recognition for decades due to its wide applications in real-
ity [1]–[5]. In the past two decades, a variety of FR methods
have been proposed in the literatures [3], [4], [6], [7]. The
nearest neighbor (NN) classifier may be the most popular
FR method owing to its simplicity and efficacy. However,
NN only uses one gallery image from each class to represent
the query image and fails to take into account the struc-
ture and distribution of data. Deep learning based classifiers
have shown impressive performance in many visual tasks
including face recognition [8]–[10]. However, they often rely
heavily on a large number of training samples, which are
often limited and the acquisition of labeled data is generally
very laborious in reality and difficult in some cases [11]. For
instance, it is very difficult and costly to obtain the facial
images and labels of terrorists for terrorist recognition. Their
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performance may be severely hampered in the presence of
limited training data. Consequently, there is a need to develop
effective FR methods when the training data is limited [12].

Recent research suggest that facial images of a subject
under varying illumination and expression approximately lie
in a low-dimensional subspace [13]. By taking advantage
of such subspace structure of face images, many represen-
tation based classifiers (RC) have been developed and shown
impressive performance for FR and other classification tasks
in recent years [14]–[17]. For instance, inspired by the suc-
cess of compressed sensing, Wright et al. [3] devised a sparse
representation based classifier by coding the query image
as a sparse linear combination of gallery images from all
classes. To improve the efficiency, the collaborative repre-
sentation based classifier (CRC) [7] was proposed by formu-
lating the FR problem as a regularized least squares prob-
lem. The collaborative representation optimized classifier
(CROC) [15] integrates the idea of CRC and nearest subspace
classifier [6] to further improve the recognition performance.
Naseem et al. [6] put forward a linear regression
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classification (LRC) method for face recognition. To be
specific, LRC belongs to the category of nearest subspace
classifiers and tries to compute the minimal distance to the
subspace spanned by all gallery images from each class.
However, LRC is originally designed for grayscale image
based face recognition and can only be applied on each color
channel of color facial images individually and separately.
Accordingly, the correlation information among distinct color
channel may be severely discarded during coding the query
image by LRC. In our previouswork [12], we extend SRC and
CRC to the quaternion field and apply them into face recog-
nition. Quaternion has shown to be a promising mathematical
framework in a variety of color image processing tasks,
including but not limited to color image denoising [18], super-
resolution [19] and classification [20]–[23], color image qual-
ity assessment [24] and remote sensing [25]. Thus, the color
information is of great importance and can be leveraged to
further improve the performance for face recognition.

A. PAPER CONTRIBUTION
In this work, we extend the linear regression classifica-
tion algorithm to the quaternion field and apply it for
color face recognition. In summary, we make the following
contributions:
1. We propose a quaternion linear regression classifica-

tion (QLRC) approach for color face recognition. The
QLRC approach codes multiple color channels of the
query color image in a holistic manner by formulating
the problem as a quaternion linear regression model. In
contrast, LRC and most of previous RC methods code
different color channels of the color image individually.

2. To further improve QLRC, we develop a quaternion col-
laborative representation optimized classifier (QCROC)
by integrating QLRC and quaternion collaborative rep-
resentation (QCR) into a unified framework. We show
that QCROC can take advantage of bothmerits of QLRC
and QCR and outperforms them for face recognition.

3. We devise an efficient algorithm to compute the closed-
form solution of QLRC and QCROC. This makes us
get rid of computing the highly sophisticated gradient of
quaternion matrix function due to the noncommutativity
of quaternion multiplication [26].

B. PAPER ORGANIZATION
The remainder of the paper is structured as follows. In
Section II, we introduce some basic facts of quaternion
algebra. In Section III, we depict the proposed method for
color face recognition. Section IV presents the experimental
results. Eventually, Section V concludes the paper.

II. PRELIMINARIES
A. QUATERNION ALGEBRA
In this subsection, we introduce some basic facts of quater-
nion algebra. To enhance the readability, we first illustrate the
notations used in this paper. To be specific, scalars, vectors
and matrices are denoted by italic letters (e.g., x), boldface

lower-case letters (e.g., x), and boldface upper-case letters
(e.g.,X), respectively. A quaternion is denoted by italic letters
with a dot on the above (e.g., q̇). Similarly, a quaternion vector
and a quaternion matrix are denoted by ẋ and Ẋ, respectively.
The quaternion space denoted by H was first proposed by

Hamilton [27] as a generalization of the traditional complex
space C with three imagery units i, j and k. A quaternion
q̇ ∈ H is defined as

q̇ = q0 + q1i+ q2j+ q3k, (1)

where qi ∈ R (i = 0, 1, 2, 3) and the three imagery units obey
the quaternion rules

i2 = j2 = k2 = ijk = −1. (2)

q̇ is said to be a pure quaternion if q0 = 0. Themost important
characteristic of quaternion algebra is that the product of
quaternions are noncommutative, i.e, ṗq̇ 6= q̇ṗ. The con-
jugate ¯̇q of q̇ is defined as

¯̇q = q0 − q1i− q2j− q3k. (3)

Themodulus |q̇| is defined as |q̇| =
√
q̇ ¯̇q. Analogous to vector

of real numbers, a quaternion vector v̇ ∈ Hn is denoted as
v̇ = [v̇1, · · · , v̇n] where v̇i is the i-th coordinate of v̇. The
inner product of two quaternion vectors u̇ and v̇ is defined by

〈u̇, v̇〉 = u̇H v̇ =
n∑
i=1

¯̇uiv̇i ∈ H,

where u̇H = [ ¯̇u1, · · · , ¯̇un]T denotes the conjugate transpose
of u̇. Then, the `2 norm of v̇ can bewritten as ‖v̇‖2 =

√
〈v̇, v̇〉.

Similarly, a quaternion matrix Ṁ ∈ Hm×n is a matrix of
quaternion Ṁ = (Ṁij) where Ṁij ∈ H. To derive efficient
quaternion algorithms, we define two quaternion operatorsPPP
andQQQ [12]. For Ṁ =M0 +M1i+M2j+M3k ∈ Hm×n, the
operatorPPP : Hm×n

→ R4m×4n is defined as

PPP
(
Ṁ
)
:=


M0 −M1 −M2 −M3
M1 M0 −M3 M2
M2 M3 M0 −M1
M3 −M2 M1 M0

 ∈ R4m×4n. (4)

For any quaternion vector v̇ = v0 + v1i + v2j + v3k ∈ Hn,
define the operatorQQQ : Hn

→ R4n such that

QQQ (v̇) :=
[
vT0 , v

T
1 , v

T
2 , v

T
3

]T
∈ R4n. (5)

The inverse ofQQQ is defined asQQQ−1 : R4n
→ Hn, which trans-

forms a real valued vector into a quaternion valued vector.

B. LINEAR REGRESSION CLASSIFICATION
In this subsection, we briefly review the real valued linear
regression classification (LRC) [6] algorithm, which is orig-
inally designed for grayscale image based face recognition.

For each grayscale facial image I ∈ RM×N , we stack
their pixels in a column-wise manner and obtain a vector
v ∈ Rd where d = M × N is the data dimension. Let
X = [x1, x2, · · · , xn] ∈ Rd×n be the matrix of n vectorized
gallery facial images of K subjects for training. Here xi ∈ Rd
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denotes the i-th vectorized training sample. For each class k ,
let Xk ∈ Rd×nk be the matrix composed of training samples
from class k . Given the training datamatrixX and their labels,
the goal is to correctly recognize any new vectorized facial
image y ∈ Rd . Firstly, LRC computes the class-specific
coefficient vector ck for each class using real valued linear
regression

min
c∈Rnk

‖y− Xkc‖22, (6)

where the optimal solution is

cLRk =
(
XT
k Xk

)−1
XT
k y (7)

by setting the gradient of objective function (6) with respect to
c as the zero vector. Secondly, we reconstruct the test sample
using Xk and cLRk for each class, i.e.,

ŷk = XkcLRk = Xk

(
XT
k Xk

)−1
XT
k y, (8)

for k = 1, · · · ,K . Then we calculate the distance between
the test sample y and its reconstructed version ŷk , i.e.,

dk (y) = ‖y− ŷk‖2, k = 1, · · · ,K . (9)

Finally, the test sample y is assigned to the class leading to
the minimal distance.

III. PROPOSED METHOD
A. QUATERNION LINEAR REGRESSION CLASSIFICATION
Quaternion has shown to be a promising mathematical frame-
work for color image processing [18], [28]. In this work,
we model each RGB color image as a pure quaternion matrix
İ ∈ HM×N where M and N denote the number of rows and
columns of İ, respectively. It can be written as

İ = 0+ Ir i+ Igj+ Ibk,

where Ic ∈ RM×N stands for the c channel of İ and
c ∈ {r, g, b} indicates the red, green and blue channel,
respectively. For ease of formulation, it is common to stack
the pixels in each channel Ic into a vector denoted as yc for the
c channel. Then each color image İ ∈ HM×N is transformed
into a quaternion vector v̇ ∈ Hd (d = M × N ), which can be
expressed as

v̇ = 0+ vr i+ vgj+ vbk.

Consider a face recognition problem with K subjects cor-
responding to K classes. Assume that we are given nk gallery
color facial images ẋk1, · · · , ẋ

k
nk from the k-th class where

k = 1, · · · ,K . Here ẋki ∈ Hd denotes the i-th vec-
torized color image from class k . For ease of statement,
these images from class k are arranged as columns of a
quaternion matrix Ẋk = [ẋk1, ẋ

k
2, · · · , ẋ

k
nk ] ∈ Hd×nk .

Let Ẋ = [Ẋ1, Ẋ2, · · · , ẊK ] be the quaternion matrix of all
gallery color images. The goal is to correctly recognize any
new query color facial image ẏ ∈ Hd .
With the notations above, we depict the proposed QLRC

(Quaternion Linear Regression Classification) method for

Algorithm 1 Quaternion Linear Regression Classification
(QLRC)
Input: Quaternion training color image matrix
Ẋk ∈ Hd×nk , k = 1, · · · ,K and a test color image
vector ẏ ∈ Hd×1.
Output: identity(ẏ).
1: Normalize the columns of Ẋk , k = 1, · · · ,K to have

unit quaternion `2 norm.
2: Compute the quaternion linear regression vectors{

ċQLRk , k = 1, · · · ,K
}
using Eq. (12).

3: Compute the class-specific reconstruction̂̇yk = Ẋk ċ
QLR
k , k = 1, · · · ,K .

3: Calculate the distance between the test image and the
class-specific reconstruction

dk (ẏ) =
∥∥ẏ−̂̇yk∥∥2 , k = 1, · · · ,K .

4: Output identity(ẏ) = argmink dk (ẏ).

color face recognition as follows. The columns of Ẋ are
normalized to have unit quaternion `2 norm to reduce the
effect of the scale of data. Firstly, we attempt to represent
the query color image ẏ as a quaternion linear combination
of the gallery images from each class. To this end, we consider
the following quaternion linear regression (QLR) model

min
ċ∈Hnk

∥∥ẏ− Ẋk ċ
∥∥2
2 , k = 1, 2, · · · ,K . (10)

To avoid computing the complicated gradient of quaternion
function, we transform theQLRmodel (10) into the following
equivalent form

min
ċ∈Hnk

∥∥QQQ(ẏ)−PPP(Ẋk )QQQ(ċ)
∥∥2
2 , k = 1, 2, · · · ,K . (11)

The equivalence between Eq. (10) and Eq. (11) is formally
phrased in the following theorem and proved in the appendix.
Theorem 1: The problems (10) and (11) are equivalent and

their optimal solutions are identical.
The closed-form solution of Eq. (11) can be obtained by

setting the gradient of the objective function with respect to
QQQ(ċ) to zero and we have

ċQLRk =QQQ−1
((

PPP
(
Ẋk
)T PPP (Ẋk

))−1
PPP
(
Ẋk
)T QQQ (ẏ)) .

(12)

Secondly, we compute the class-specific reconstruction of the
query color image

̂̇yk = Ẋk ċ
QLR
k , k = 1, · · · ,K .

Then the distance between the query image and the class-
specific reconstruction can be calculated as

dk (ẏ) =
∥∥ẏ−̂̇yk∥∥2 , k = 1, · · · ,K .
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Eventually, the query color image ẏ is assigned to the class
minimizing the distance

identity(ẏ) = argmin
k

dk (ẏ).

Algorithm 1 summarizes the complete procedure of the pro-
posed QLRC method for color face recognition.

B. QUATERNION COLLABORATIVE REPRESENTATION
OPTIMIZER CLASSIFICATION (QCROC)
In this subsection, we aim to further improve QLRC by inte-
grating it and quaternion collaborative representation (QCR)
into a unified framework. Unlike QLRC coding the test
sample using training samples in each class independently,
QCR codes it using training samples from all classes in a
collaborative way. Formally, the model of QCR is written as

min
ċ∈Hn

∥∥ẏ− Ẋċ
∥∥2
2 + λ‖ċ‖

2
2, (13)

where λ is a positive regularization parameter. Analogous to
the equivalence between Eq. (10) and Eq. (11), we can also
rewritten Eq. (13) in the following equivalent form

min
ċ∈Hnk

∥∥QQQ(ẏ)−PPP(Ẋ)QQQ(ċ)
∥∥2
2 + λ‖QQQ(ċ)‖22, (14)

where we used the fact that ‖ċ‖22 = ‖QQQ(ċ)‖22. By setting the
derivative with respect to QQQ(ċ) to zero, we have the closed-
form solution

ċQCR =QQQ−1
((

PPP
(
Ẋ
)T PPP (Ẋ)+ λI)−1PPP (Ẋ)T QQQ (ẏ)) .

(15)

To take advantage of bothmerits of QLRC andQCR,we com-
pute the class-specific residual

rk (ẏ) = γ
∥∥∥ẏ− Ẋk ċ

QCR
k

∥∥∥2
2
+ (1− γ )

∥∥∥ẏ− Ẋk ċ
QLR
k

∥∥∥2
2
,

(16)

where γ ∈ [0, 1] is parameter striking a balance between
the weights of QLRC and QCRC. Eventually, the test sam-
ple ẏ is assigned to the class minimizing the residual,
i.e., identity(ẏ) = argmink rk (ẏ). The complete procedure
of QCROC is formally presented in Algorithm 2.

IV. EXPERIMENTS
In this section, we conduct experiments on real-world data
to verify the efficacy of the proposed QLRC and QCROC
for color face recognition. To begin with, we illustrate the
used datasets and the competing methods. We test the pro-
posed methods on three real-life benchmark color face image
datasets and they are the SCface (Surveillance Cameras
Face) dataset [29], the AR dataset [30], and the Caltech
Faces dataset, respectively. The details of the datasets will
be introduced in the subsequent subsections. We compare
our proposed QLRC and QCROC algorithms with the near-
est neighbor (NN) algorithm [31], the quaternion nearest
neighbor (QNN), LRC [6], CRC [7], QCRC [12], SRC [3],

Algorithm 2 Quaternion Collaborative Representation Opti-
mized Classification (QCROC)

Input: Quaternion training data matrix Ẋ =

[Ẋ1, · · · , ẊK ] ∈ Hd×n, a test quaternion vector ẏ ∈ Hd×1,
and the parameters γ and λ.
Output: identity(ẏ).
1: Normalize the columns of Ẋ to have unit quaternion
`2 norm.

2: Compute the quaternion linear regression vectors{
ċQLRk , k = 1, · · · ,K

}
using Eq. (12).

3: Compute the quaternion collaborative representation
vector {ċQCR} using Eq. (15).

4: Calculate the class-specific residual using Eq. (16).
5: Predict identity(ẏ) = argmink rk (ẏ).

FIGURE 1. Sample images from the SCface dataset.

QSRC [12] and CROC [15]. The QCROC method has two
parameters λ and γ . The λ is tuned by 5-fold cross validation
in each experiment. As for the parameter γ , we set it as
γ = 0.1 in all experiments. For other competing algorithms,
we use the source codes from the authors and their parameters
are tuned to by 5-fold cross validation in each experiment for
fair comparison.

A. EXPERIMENTS ON THE SCFACE DATABASE
The SCface (Surveillance Cameras Face) dataset [29] con-
tains 4160 facial images of 130 subjects captured under
uncontrolled environment using five video surveillance cam-
eras of various visual qualities. For this reason, the images
have different resolutions. In particular, many of the images
have very low resolution, making the recognition become
more challenging. Fig. 1 shows several sample images of a
subject with varying resolutions from the SCface dataset.

1) EXPERIMENT 1–EFFECT OF THE PARAMETER γ
In the first experiment, we compare the performance of
CROC and QCROC for color face recognition on the SCface
dataset with varying value of the parameter γ to validate
the benefits of quaternion representation. We randomly select
half of images per subject to compose the training set and the
rest images are used for testing. For efficiency, we resize each
image to 8×6 pixels. For evaluation, we randomly select half
images per subject for training and the remaining images are
utilized for testing. To obtain more reliable results, we repeat
each experiment with 10 random runs and record the average
recognition rates of each algorithm. Fig. 2 shows the average
recognition rates over 10 random runs as a function of the
parameter γ , which varies from 0 to 1. Note that QCROC
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TABLE 1. Recognition rates (%) using varying feature dimension d on the SCface dataset. Best results are marked bold and the second best results are
marked with underline.

TABLE 2. Recognition rates (%) using varying percent pc (%) of training samples per class on the SCface dataset over 10 random runs. Best results are
marked bold and the second best results are marked with underline.

FIGURE 2. Average recognition rates of CROC and QCROC as a function of
the parameter γ over 10 random runs on the SCface dataset.

outperforms CROCwith better recognition performance with
varying values of the parameter γ . Recall that when γ = 0,
QCROC and CROC reduce to QLRC and LRC, respectively.
When γ = 1, QCROC and CROC reduce to QCRC and CRC,
respectively. Thus, the results also verify the superiority of
QLRC over LRC and QCRC over CRC for face recognition
on the SCface dataset, respectively.

2) EXPERIMENT 2–EFFECT OF FEATURE DIMENSION
In the second experiment, we analyze the effect of the data
dimension to the recognition performance of competing algo-
rithms. To that end, we downsample and resize each facial

image to have 8 × 6, 10 × 8, 16 × 12 and 20 × 15 pixels,
respectively. Then the data dimension is 48, 80, 192 and
300, respectively. Table 1 displays the recognition results of
various classifiers with varying data dimension on the SCface
dataset. As the data dimension increases, the recognition rates
of each method also grows due to more useful information.

3) EXPERIMENT 3–EFFECT OF TRAINING SET SIZE
In the third experiment, we perform the competing RC meth-
ods with different sizes of training data set. To this end,
we randomly choose pc = 30, 40, 50, 60, 70 percent of
images of each subject to form the training data set while
the remaining images are utilized to evaluate the performance
of the proposed approaches. The data dimension is fixed as
80 and analogous results can also be obtained using other data
dimensions. To make the results more convincing, we ran-
domly resample the training and testing data with the same
size 10 times and record the mean, minimal and maximal
recognition rates over the 10 random runs. The results are
listed in Table 2. From the results, we make the following
conclusions:
• Quaternion representation based classifiers (QRC) gen-
erally perform better than the corresponding RC meth-
ods. This indicates that the color information of color
images is beneficial for face recognition.

• Note that QCROC outperforms other competing clas-
sifiers with distinct number of training samples. This
indicates the robustness of QCROC towards different
choices of training set.
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TABLE 3. Recognition rates (%) using varying feature dimension d on the AR dataset. Best results are marked bold and the second best results are
marked with underline.

FIGURE 3. Sample images from the AR dataset.

B. EXPERIMENTS ON THE AR DATABASE
The AR dataset [30] has more than 4000 color facial images
of 126 persons. For each person, 26 images are captured in
two separate sessions with distinct lighting condition, expres-
sions and occlusions.We utilize a commonly used subset with
facial images of 100 persons [3] for the experiments. Several
sample images of a person from the AR dataset are shown
in Fig. 3.

1) EXPERIMENT 1–EFFECT OF THE PARAMETER γ
In the first experiment, we investigate the performance of
CROC and QCROC with varying value of the parameter γ
for face recognition on the AR dataset. Similarly, we select
half of images (i.e., 13 images) of each subject uniformly at
random for training and use the remaining images for testing.
Fig. 4 shows the average recognition results over 10 random
runs as a regularization path when the parameter γ varies
from 0 to 1. The results align with those on the SCface dataset
and further corroborate the efficacy of QCROC.

2) EXPERIMENT 2–EFFECT OF FEATURE DIMENSION
The experimental settings are analogous to those of the
experiments using the SC dataset. Likewise, half images per
subject are randomly chosen for training and the rest are used
for testing. Table 3 reports the recognition rates as the data
dimension varies from 48 to 300. Note that QRC significantly
improves the corresponding real valued RC approaches with
low data dimension. For instance, when the data dimension
is 48, the recognition rates of QLRC, QCRC, QSRC and
QCROC are 80.77%, 78.62%, 77.00%, 85.62% while those
of LRC, CRC, SRC and CROC are 72.62%, 68.00%, 68.08%,
78.85%, respectively. The improvements in terms of recogni-
tion rates exceeds 5%. This is attributed to fact that when data
dimension is low, the color information of images has a more
prominent contribution to the recognition.

3) EXPERIMENT 3–EFFECT OF TRAINING SET SIZE
In this experiment, we vary the size of the training set from the
30% to 70% of images per subject and test each competing
algorithm on the remaining test images. The data dimension is
fixed as 80. Table 4 displays the recognition results of various

FIGURE 4. Average recognition rates of CROC and QCROC as a function of
the parameter γ over 10 random runs on the AR dataset.

RC approaches with using different training set sizes over
10 random runs.
• The performance of NN and QNN are inferior to that
of other RC methods in terms of recognition rates in the
experiments. Because they fail to take into consideration
of the distribution and subspace structure of data while
other RC methods do.

• QCROC improves other competing RC algorithms with
notable performance gains in most cases at no extra
computational cost. This owes to the fact that QCROC
can fully harness the color information of color images
and subspace structural information of data.

4) EXPERIMENT 4–COMPARISON WITH MCF and 2d-MCF
In this experiment, we compare QCROC with the MCF
(Multi-Colour Fusion) and the 2D-MCFmethods [2], [32] for
color face recognition. We follow the experimental settings
of the 2D-MCF method [2], [32]. Specifically, we choose
10 images per subject of the first 50 subjects from the AR
database for evaluation. The 10 images include the 2 neutral
images, 6 images with expression variations, two images
occluded by sunglasses and scarf, respectively. We randomly
select nc images among the 10 images per subject for training
and the rest are used for testing. To get reliable results,
we repeat each method with 10 random runs and report
the average recognition rates in Table 7. Note that QCROC
achieves comparable results with other methods. It is worth
pointing out that 2D-MCF uses 27 color components from
9 different colour spaces while QCROC only uses the RGB
color space.
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TABLE 4. Recognition rates (%) using varying percent pc (%) of training samples per class on the AR dataset over 10 random runs. Best results are marked
bold and the second best results are marked with underline.

TABLE 5. Recognition rates (%) using varying feature dimension d on the Caltech Faces dataset. Best results are marked bold and the second best results
are marked with underline.

FIGURE 5. Sample images from the Caltech Faces dataset.

C. EXPERIMENTS ON THE CALTECH FACES DATABASE
The Caltech Faces dataset [33] contains 450 color facial
images of 27 subjects with varying illumination, expression,
and background. Fig. 5 shows several sample images from
this dataset. Before performing face recognition, we first
adopt the Viola-Jones face detector [34] to detect and extract
the face regions from the original images.

1) EXPERIMENT 1–EFFECT OF THE PARAMETER γ
In the first experiment, we evaluate the effect of the parameter
γ to the performance of QCROC in comparison with CROC.
To this end, we nc = 3 images per subject uniformly at
random for training and use the rest ones for testing and
evaluation. Fig. 6 shows the average recognition rates of
CROC and QCROC as a function of γ .

2) EXPERIMENT 2–EFFECT OF FEATURE DIMENSION
Table 5 displays the recognition rates of the competing
classifiers with varying data dimension. The results sug-
gest that QCROC works well on this dataset and achieves

FIGURE 6. Average recognition rates of CROC and QCROC as a function of
the parameter γ over 10 random runs on the Caltech Faces dataset.

decent recognition rates even when the data dimension is
very low. This is because the color information can be well
harnessed by QCROC to compensate the insufficiency of data
dimension.

3) EXPERIMENT 3–EFFECT OF TRAINING SET SIZE
In this experiment, we vary the number of randomly selected
training samples per subject from 3 to 7 and run each
classifier on the remaining samples with data dimension
as 48. Table 6 shows the recognition results of various RC
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TABLE 6. Recognition rates (%) using varying number nc of training samples per class on the Caltech Faces dataset over 10 random runs. Best results are
marked bold and the second best results are marked with underline.

TABLE 7. Average recognition rates (%) over 10 random runs of different
methods with varying number nc of gallery images on the 50 subjects of
the AR database. Best results are marked bold and the second best
results are marked with underline.

TABLE 8. Recognition rates (%) of QCROC using different color spaces
with varying dimension on the AR database. Best results are marked bold
and the second best results are marked with underline.

algorithms over 10 random runs. The results are consistent
with those on the SCface and AR datasets, which further
verify the efficacy of QCROC for color face recognition.

D. EXPERIMENTS WITH DIFFERENT COLOR SPACES
In this subsection, we investigate the effect of the color spaces
to the performance of the proposed QCROCmethod for color
face recognition. Table 8 reports the recognition rates of
QCROC using different color spaces with varying dimension
on the AR database. It can be seen from the results that the
RGB space yields the best results in terms of recognition
accuracy in most cases. The reason may be attributed to the
fact that the intensity values in different channels of the RGB
space are balanced and close while those in the YIQ and
YCbCr space are unbalanced. For instance, we experimen-
tally observe that the intensity values in the first channel
of YIQ are generally much larger than those in the other

two channels. This may degrade the performance of QCROC
in extracting the correlation among different channels.

V. CONCLUSION AND DISCUSSION
We have proposed a quaternion linear regression based clas-
sifier referred to as QLRC for face recognition using color
facial images. QLRC allows us to directly recognize the
color facial images in a holistic manner instead of processing
each color channel independently. We have further improved
QLRC by integrating it and the quaternion collaborative
representation into a unified framework and developed the
QCROC method. The experiments have demonstrated that
QCROC provides significant improvement over other com-
peting representation based classifiers for face recognition.

The merit of QCROC is that it can take full advantage
of multiple color channels of color images for face recog-
nition by coding these channels in a holistic manner with
quaternions. This gives rise to the substantial improvement
of QCROC over other competing algorithms in the paper.
Meanwhile, the demerit of QCROC is that it generally
requires more computation resources than the correspond-
ing real valued based methods. This is expected because
quaternion based methods compute the structural correlation
between multiple color channels while previous real val-
ued based methods overlook such correlation. An interesting
topic for future work is to devise more efficient algorithms
for QCROC.

APPENDIX
The appendix is to present the proof of Theorem 1.

Proof: We prove the result by showing that the objective
functions of Eq. (11) and Eq. (14) have the same value for
every quaternion variable ċ ∈ Hnk .

For a quaternion matrix Ṁ = M0 +M1i+M2j+M3k ∈
Hm×n and a quaternion vector v̇ = v0+v1i+v2j+v3k ∈ Hn,
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we have

Ṁv̇ = (M0 +M1i+M2j+M3k) (v0 + v1i+ v2j+ v3k)

= (M0v0 −M1v1 −M2v2 −M3v3)

+ (M1v0 +M0v1 −M3v2 +M2v3)i

+ (M2v0 +M3v1 +M0v2 −M1v3)j

+ (M3v0 −M2v1 +M1v2 +M0v3)k. (17)

Recall the definitions of the two quaternion operatorPPP andQQQ.

PPP
(
Ṁ
)
:=


M0 −M1 −M2 −M3
M1 M0 −M3 M2
M2 M3 M0 −M1
M3 −M2 M1 M0

 ∈ R4m×4n. (18)

QQQ (v̇) := v
[
vT0 , v

T
1 , v

T
2 , v

T
3

]T
∈ R4n. (19)

Combining Eqs. (17-19), we have

QQQ
(
Ṁv̇

)
= PPP

(
Ṁ
)
QQQ(v̇). (20)

It follows that

QQQ(ẏ− Ẋk ċ) = QQQ(ẏ)−QQQ(Ẋk ċ) (21)

= QQQ(ẏ)−PPP(Ẋk )QQQ(ċ), (22)

where the first equality is from the linearity ofQQQ and the sec-
ond one results from Eq. (20). On the other hand, according to
the definition of the operatorQQQ, there holds ‖v̇‖22 = ‖Q(v̇)‖

2
2,

∀v̇ ∈ Hn. Then we have∥∥ẏ− Ẋk ċ
∥∥2
2 =

∥∥QQQ(ẏ− Ẋk ċ)
∥∥2
2 (23)

=
∥∥QQQ(ẏ)−PPP(Ẋk )QQQ(ċ)

∥∥2
2 . (24)

This proves the equivalence of Eq. (11) and Eq. (14) and
completes the proof.
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