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ABSTRACT Deep Neural Networks (DNNs) have been gaining state-of-the-art achievement compared with
many traditional Machine Learning (ML) models in diverse fields. However, adversarial examples challenge
the further deployment and application of DNNs. Analysis has been carried out for studying the reasons of
DNNs’ vulnerability to adversarial perturbation and focused on model architecture. No research has been
done on investigating the impact of optimization algorithms (namely, optimizers in DNNs) employed in
training DNN models on models’ sensitivity to adversarial examples. This paper aims to study this impact
from an experimental perspective.We analyze the sensitivity of amodel not only from the aspect of white-box
and black-box attack setups, but also from the aspect of different types of datasets. Four common optimizers,
SGD, RMSprop, Adadelta, and Adam, are investigated on structured and unstructured datasets. Extensive
experiment results indicate that an optimization algorithm does pose effects on the DNNmodel sensitivity to
adversarial examples. That is, when training models and generating adversarial examples, Adam optimizer
can generate better quality adversarial examples for structured datasets, and Adadelta optimizer can generate
better quality adversarial examples for unstructured datasets. In addition, the choice of optimizers does not
affect the transferability of adversarial examples.

INDEX TERMS Adversarial examples, deep neural network, machine learning, stochastic gradient descent
optimization algorithm, transferability.

I. INTRODUCTION
Deep neural networks (DNNs) determine model parameters
through a large number of training examples to learn the map-
ping relationship between inputs and outputs, which later can
be applied to predict the output of new inputs. The past years
witnessed the amazing development of deep learning (DL)
neural networks, in particular convolutional neural networks
(CNNs) and recurrent neural networks (RNNs), in various
applications of diverse fields, such as object detection and
classification in computer vision [1]–[3], natural language
processing [4], and time-series data analysis [5]–[7]. The
emergence of massive data and the requirements of effective
analysis methods for big data in recent years further advance
the development of neural networks.
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Recently, Szegedy et al. [8] revealed an intriguing property
(also called as vulnerability) of neural networks: slightly
perturbed inputs which are imperceptive to human beings can
easily result in the trained model producing inaccurate out-
puts. These inputs are called adversarial examples [14], which
can make DNNmodels predict wrong results with high confi-
dence. The aforementioned vulnerability of neural networks
caused by adversarial examples reflects the sensitivity of a
model’s outputs to its inputs. It further indicates that neural
network models after being trained are not as generalized as
they are expected to be. Therefore, it raises a challenge on var-
ious DNN applications. For instance, in automatic-driving,
adversaries can cheat those applications through purposefully
synthesized disguises and traffic accidences can occur during
the error in discerning traffic signals. The application of
neural networks in security-critical fields, such as intrusion
detection and malware detection [38], is also vulnerable to
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adversarial attacks caused by adversarial examples. These
phenomena reflect that adversarial examples do pose a poten-
tial security threat to DNN models.

One property of adversarial examples is transferability [27].
That is, adversarial examples generated through one model
can cause another model misclassification even though the
two models have different structures and are trained on
different datasets. The transferability of adversarial examples
makes black-box attacks possible [23], which means that
adversaries don’t need to get knowledge of model details
regarding architecture and/or training data.

Previous work on adversarial examples included assessing
the ability of neural networks in defending against adversarial
attacks [9], [10], verifying the influence of adversarial exam-
ples in real-world applications [11], [12] or providing defense
strategies [13]–[16] in order to strengthen the robustness of
DNNs models, and the existing analysis of DNNs’ vulnera-
bility towards adversarial examples mainly focused on model
architecture [23] such as layer numbers. But there is no study
on the impact of adversarial examples from the perspective of
DNNs’ training phase, especially the optimizer aspect.

This paper aims to investigate the impact of optimization
algorithms on models’ sensitivity to adversarial examples.
The sensitivity of a model is examined under both white-
box and black-box attack setups. Four general optimiza-
tion algorithms, Stochastic Gradient Descent (SGD) [37],
RMSprop [36], Adadelta [21] and Adaptive Moment Esti-
mation (Adam) [20], are chosen for evaluation. Both struc-
tured and unstructured datasets are adopted to investigate the
impact of data types on optimizer effectiveness. By structure
dataset, we mean that data (structured data) in it is like the
table in the database [41]. By unstructured dataset, we mean
that data in it is like audio, video, images etc. [41]. For the
unstructured dataset, we use MNIST [35]. For the structured
dataset, we use NSL-KDD [18] and DREBIN [19]. To the
best of our knowledge, we are the first to investigate the effect
of optimizer on model sensitivity to adversarial attacks from
an experimental perspective. Extensive experiment results
indicate that the optimization algorithm does pose an effect on
the DNN model sensitivity to adversarial examples. In addi-
tion, experimental results show that the types of input exam-
ples affect the performance of an optimizer. The specific
contributions are summarized as follows:
• We craft adversarial examples on MNIST, NSL-KDD
and DREBIN datasets using four types of deep neural
network models, denoted as SGD-model, RMS-model,
Adadelta-model, and Adam-model respectively. They
have the same structures but different optimizers.
Moreover, we investigate the impact of optimizers on the
quality of the crafted adversarial examples in terms of
metrics described in Section III.D.We find that on struc-
tured datasets, the DNNmodel with Adam optimizer can
generate adversarial examples with high convergence
rate, low perturbation rate, and high generation rate.
But on the unstructured dataset, the optimizer with the
same effect is Adadelta optimizer.

• We assess optimizer effect on sensitivity by implement-
ing white-box attacks against SGD-model, RMS-model,
Adadelta-model, and Adam-model by using adversarial
examples crafted by themselves individually. We find
that adversarial examples generated by the DNN model
with Adam optimizer can maximize the misclassifica-
tion on the structured datasets, and on the unstructured
dataset, the optimizer with the same effect is Adadelta
optimizer.

• We assess optimizer effects on sensitivity by imple-
menting black-box attacks against traditional machine
learning classifiers as well as CNN and RNN to evaluate
cross-model attack performance of four perturbed exam-
ples. These examples are crafted by SGD-model, RMS-
model, Adadelta-model, and Adam-model respectively.
We find that optimizers have a limited effect on the
transferability of adversarial examples.

The rest of the paper is organized as follows. Section II
presents background and related work. Section III describes
the methodology of establishing experiments. Experiment
result discussions are given in Section IV. Section V
concludes this paper and presents future work.

II. BACKGROUND AND RELATED WORK
A. BACKGROUND
This section first describes some primary concepts men-
tioned in this paper and then describes the models used in
experiments. We mainly introduce the four common opti-
mizers used to train DNNs. At last, a brief description of
Jacobian-based Saliency Map Attack (JSMA) [17] is given.

A machine learning model aims to learn the mapping
between its inputs and outputs. In general, given input x
composed of n features, a model produces output y, which
is the vector of m dimensions, representing the probability of
x being classified as each category. There are some typical
machine learning models to be used in our experiments,
including Random Forest [29], Decision Tree [30], and Sup-
port Vector Machine (SVM) [31]. Decision Tree is created by
continuously maximizing the information gain arising from
the selection of a condition as a way of dividing the data
in two subsets according to the value of an input feature.
Given the training data (X, Y), SVM computes a (n − 1)-
dimensional hyperplane with the largest margin to solve a
convex optimization problem. Random Forest is an ensemble
learning method for classification and regression. Its oper-
ation is by constructing a large number of decision trees at
training time and outputting the class that is the mode of the
classes (classification) or mean prediction (regression) of the
individual trees.

CNN and RNN are based on the architecture of the neural
network, which is composed of interconnected neural layers
and activation functions for each layer. A neural network
learns the mapping function f between inputs and out-
puts, which is a nonlinear and non-convex function. Neural
networks transmit output error to each neuron in hidden
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layers through the backward propagation algorithm [34] and
update the connection weights of each neuron iteratively
using the gradient descent algorithm to reduce error values
continuously. J (θ) is defined as the model error function,
where θ denotes the parameters to be updated in the training
phase. These are generally the connection weights and biases
between the nodes in the network. According to the gradient
descent algorithm, the formula for parameters updating is:

θ = θ − ε · g

where g is the gradient of the cost function with respect to
model parameters θ , ε is the learning rate which determines
the stride of decrease of θ in the opposite direction of the gra-
dient. There are four advanced gradient descent optimization
algorithms considered in this paper as follows:
• Stochastic Gradient Descent. It is by far the most com-
mon method for optimizing neural networks, and is one
of the most popular algorithms for performing optimiza-
tion. Many optimization algorithms are optimized and
upgraded based on gradient descent.

• RMSprop. It is an unpublished and adaptive learning
rate method proposed by Geoff Hinton in his lecture.
RMSprop divides the learning rate by an exponentially
decaying average of squared gradients as well, which is
similar to Adadelta. The core iteration formula is shown
below:

θ = θ −
ε√

β · E
[
g2
]
t−1 + (1− β) · g

2
t + ε

gt

where t denotes the t th epoch, E
[
g2
]
is the accumulation

of squared gradients. β is the exponential decay rate. ε
is a small positive number to avoid the divisor of 0.

• Adadelta. It was proposed by Zeiler [21]. The learning
rate decreases gradually during training iterations.
Unlike previous gradient descent algorithms, this
method performs different learning rate ε for each
parameter in neural networks. Adadelta performs
smaller changes on frequently updated parameters and
performs larger changes on infrequently updated param-
eters. The iteration formula is:

θ = θ −

√
β · E

[
1θ2

]
t−1 + (1− β) ·1θ

2 + ε√
β · E

[
g2
]
t−1 + (1− β) · g

2 + ε
gt

where 1θ is the change value of the parameter.
• Adam. It was proposed by Kingma et al. in 2015 [20]
and also calculates the adaptive learning rate for each
parameter. It combines the algorithm ideas of momen-
tum and RMSprop. Adam integrates the advantages of
the momentum optimization algorithm and the Adagrad
[22] optimization algorithm in order to accelerate con-
vergence in the early stage of training, while reducing
the learning rate continuously during the training phase.
The iteration formula is shown below. Compared with
other adaptive learning rate algorithms, the convergence

speed is faster and the learning performance is more
effective.

θ=θ − ε ·
[β1 · mt−1 + (1− β1) · gt ]

/(
1− β t1

)√[
β2 · vt−1 + (1− β2) · g2t

]/(
1− β t2

)
+ ε

where β1, β2 are the exponential decay rates, mi and vi
means the 1st and the 2nd moment vector in the t th epoch.

The reason of selecting these four optimization algorithms
is that they are used in a variety of deep learning tasks
and the tasks have achieved excellent results based on these
optimizers. Therefore, it is meaning to choose these four opti-
mizers. More comprehensive optimization algorithm analysis
can refer to [22].

Adversarial examples can be crafted based on the JSMA.
The two most important elements of JSMA algorithm are
the Jacobian matrix and the saliency map. Jacobian matrix
can evaluate the sensitivity of the output to each input of the
model. The formula of the Jacobian matrix is:

JF (X) =
∂F (X)
∂X

where F is a mapping function which the deep learning
model learns after training. If the input X and the output of
F are multi-dimensional, then the JF (X) is a matrix. The
saliency map illustrates which input features adversaries are
interested in producing adversarial examples. The formula of
the saliency map is:

S (X , k) =


0 if Jik (X) < 0

or
∑

j 6=k
Jij (X) > 0

Jik (X)
∣∣∣∑

j 6=k
Jij (X)

∣∣∣ otherwise

where i is the index of the input X . j and k are the
index of the output of F . JSMA algorithm first obtains the
Jacobian matrix according to the mapping function F , and
the saliency map is constructed on the Jacobian matrix.
Then the saliency map tells which input dimensions should
be perturbed and we modify the selected features slightly.
We continue these steps until we reach the misclassification
or maximum perturbation.

B. RELATED WORK
Adversarial examples in DNNs were discovered in [8]. They
demonstrated a method of reliably detecting these perturba-
tions through a box-constrained optimization method, which
depended on internal network states. Another technique was
introduced in [14]. Their fast gradient sign method (FGSM)
linearizes the cost function of the model around the input to
be perturbed and selects the perturbation by differentiating
the cost function to the input during the training phase. Based
on FGSM and the raw gradient of loss, Rozsa et al. [24]
introduced a new adversarial example generation method,
the hot/cold (HC) approach, which is capable of crafting
multiple adversarial examples for each input efficiently. Also,
Papernot et al. [17] introduced a method to produce pertur-
bations by utilizing the mapping relations between inputs
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and outputs of the model. They used the forward derivative
to evaluate the sensitivity of the model’s output to each
input using Jacobian matrix. His follow-up work [25] intro-
duced approaches that crafted adversarial input sequences for
RNNs. The attacks described above are white-box attacks.
Different from these works, our paper aims to verify that the
optimizer poses impact on the quality of adversarial example.
One thing to declare is that the purpose of our experiment is
not to evaluate the effect of the optimizer on the convergence
of the cost function in model training and we did not compare
the differences between the two models from the perspec-
tive of the accuracy performance in classification. In fact,
the work has been done in [22].

Besides researches of white-box attacks, there were studies
on the black-box attacks. Gao et al. [39] introduced the sub-
stitute training and linear augmentation to boost the targeted
black-box attacks. Shi et al. [40] introduced a new black-
box attack using Curls iteration and Whey optimization,
which can diversify the trajectory and squeeze the noise.
Papernot et al. [23] introduced a black-box attack with sub-
stitute dataset and proposed that the architecture of DNN had
a limited impact on the transferability of adversarial exam-
ples, but they fixed the optimizer. In this paper, we choose
four optimizers and want to analysis the effect of optimizer
on adversarial examples.

Mechanisms for detecting and defending adversarial exam-
ples have also been proposed. Breiman et al. [29] proposed
an approach of detecting adversarial examples by using the
statistics of convolutional layer outputs. Papernot et al. [13]
introduced a defensive mechanism to reduce the effect of
adversarial examples on DNNs. Szegedy et al. [8] used
crafted examples to train models and demonstrated that the
overall performance and the adversarial robustness of the
trained models can be improved. Tramér et al. [15] further
introduced ensemble adversarial training, which augments
training data with perturbations transferred from other mod-
els. Their results show that the technique yield model with
strong robustness to black-box attacks. Our paper provides a
new perspective from the optimizer for defenders to make the
model more robust.

The reason why adversarial examples can affect the model
performance was examined in [14], and they focused on
the linearity of the model architecture. Our paper focuses
on the effect of optimizer algorithm on model robustness,
which extends the impact factors in the process of adversarial
example generation and provides a new idea to the follow-up
researchers.

III. METHODOLOGY
This section presents the methodology for comparing the
performance of four optimizers, SGD, RMSprop, Adadelta,
and Adam, regarding model robustness against white-box
and black-box adversarial attacks. We first introduce the
datasets to be used in experiments of Section III.A. Then
the white-box attack is described to generate adversarial
examples in Section III.B. In Section III.C, black-box attacks

TABLE 1. Overview of NSL-KDD, MNIST and DREBIN datasets.

against some traditional and deep classifiers are conducted
to evaluate the influence of optimizers to transferability of
the adversarial examples. Finally, we use evaluation indi-
cators described in Section III.D to quantify the impact of
different optimizers on the white-box and the black-box
attacks.

A. DATA PREPROCESSING
We choose the following three datasets: MNIST handwritten
digital dataset, NSL-KDD network-based intrusion detec-
tion system dataset and DREBIN android malware detection
dataset. The reason of choosing these three datasets is that
they are used in different research fields and there are dif-
ferences in data types among these three selected datasets.
MNIST dataset is unstructured dataset. Both NSL-KDD and
DREBIN are structured datasets. Table 1 describes the main
features of three datasets and detailed descriptions are given
below:
• MNIST—MNIST handwritten digit dataset contains

60,000 black and white images with width and height
of 28 pixels, of which 50,000 are for training and
10,000 for testing. This dataset is mainly used to train
and test the machine learning classification models in
image recognition.

• NSL-KDD—NSL-KDD is an improved version of the
KDDCUP99 dataset for network intrusion detection that
solves a variety of issues in the original dataset. Each
connection record in the dataset contains 41 features.
The connection types can be divided into 5 categories,
of which 4 attack types can be subdivided into 39 attack
types.

• DREBIN—DREBIN is a widely used Android malware
detection dataset and it contains the Android software
from 2010 to 2012, including benign and malicious
applications. Also, its advantages lie in apparent features
and labels, diversity of software.

We train each model with different optimizers on three
different datasets. Before we train models, each dataset
needs to be preprocessed. MNIST dataset contains plenty
of handwritten images, and the traditional way of deal-
ing with images is feature scaling, which scales all pixel
values between −1 and 1. For KDD dataset, the origi-
nal dataset is not suitable to train neural networks. Thus,
we quantify and normalize the record features in the dataset.
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After preprocessing the dataset, we get a multi-dimension
vector for each training record. For DREBIN dataset, we use
the binary indicator vectors to represent the features and nor-
malize the binary indicator vectors to preprocess theDREBIN
dataset.

B. WHITE-BOX ATTACK
The model attack itself with self-generated adversarial exam-
ples is defined as the white-box attack in this paper. There
are various algorithms for crafting adversarial examples. For
example, the Fast Gradient Sign Method (FGSM) [14] and
the Jacobian-based Saliency Map Attack (JSMA). Both these
methods were first proposed in image recognition problem.
FGSM generates perturbation by applying the derivative of
the cost function to the input. JSMA method is based on
the Jacobian matrix of the function the model learned during
training. While FGSM perturbs all the components of input,
JSMA tries to modify the salient features that contribute
to the target class. We consider that adversarial examples
should hide itself as much as possible to avoid being detected,
especially in malware-detection fields. Therefore, adversarial
examples generated on the JSMA algorithmmeet our require-
ments. Also, Researchers applied JSMA to both NSL-KDD
(the network-based intrusion detection system dataset) and
DREBIN (an android malware detection dataset) in order
to verify the suitability for intrusion detection and malware
detection tasks in [26]. These discussions motivate the appli-
cation of JSMA to synthesize adversarial examples in our
experiments.

A deep neural network model with three hidden layers is
trained on MNIST, NSL-KDD and DREBIN datasets with
SGD, RMSprop, Adadelta and Adam optimizers respec-
tively. Then we have four models, SGD-model, RMS-model,
Adadelta-model, and Adam-model, for crafting adversarial
examples. Then JSMA is used to generate the adversarial
examples. The crafting rate and the perturbation rate of
crafting adversarial examples against legitimate examples are
compared between those models. All the hyperparameters of
these models are the same except for the optimizer to be used
and learning rate. The reason is that we consider learning rate
is part of the optimizer, and different optimizer has different
optimal learning rate to help it update the model’s parameters
quickly. Therefore, we adjust an optimal learning rate for
each optimizer so that the model based on this optimizer can
converge fastest and reach the best performance. More details
about the model we build are that three hidden layers are in
turn 256, 512, 128 nodes. ReLU is chosen as the activation
function to guarantee the non-linearity of the model. And
then dropout method with rate 0.5 is adopted to regularize the
model and prevent overfitting. The input dimensions and the
output dimensions correspond to each preprocessed dataset.
For example, the input dimension and the output dimension
of the KDD dataset is 122 and 5.

We train each model via dataset and optimizer, and craft
adversarial examples using JSMA. In order to facilitate the
comparison of experimental results, we choose the class

‘Normal’ in KDD, class ‘0’ in MNIST and class ‘Benign’
in DREBIN as the adversarial target. Concretely, we aim
to deceive the model to classify those perturbed samples as
‘Normal’, ‘0’ and ‘Benign’ no matter which category the
origin inputs should belong to. According to JSMA, in terms
of specific input X, we calculate the Jacobian matrix J of the
function F learned by the model after training, which is called
forward derivative. Then a saliency map is constructed based
on the forward derivative. Perturbed features are identified by
the saliency map and modified until we achieve our adversar-
ial goal to misclassify X as the adversarial target or reach the
upper limits of iterations. In addition, we set epoch to 20 in
order to investigate changes of metrics in adversarial example
generation in each epoch under different optimizers, so as
to get the most suitable optimizer for adversarial example
generation.

C. BLACK-BOX ATTACK
The black-box attack means that the adversary makes use of
transferability of adversarial examples to implement attacks
on the target model. We select classifiers such as decision
trees, random forests, and linear support vector machine
along with CNNs and RNNs to implement the cross-model
attack capabilities of the adversarial examples against the
traditional machine learning models and deep learning mod-
els. The CNN layers we construct is conv16-conv32-full32.
Here, convN means a convolutional layer with N filters,
and fullN means a fully-connected layer with N nodes. The
RNN layers is as follows: LSTM30-LSTM60-full32, where
LSTMN means a LSTM layer with N units. According to
the thread model taxonomy, an adversary does not know
the architecture and specific parameters of the model. Thus,
we consider it as a black-box attack.

D. EVALUATION METRICS
As mentioned in Section III.B, we divide all the classes into
target classes and non-target classes so it is a binomial clas-
sification problem. For binomial classification, we consider
confusion matrix and its derived indicators to evaluate the
performance of black-box attack. The definition of the confu-
sion matrix is given in Table 2. We only select representative
Accuracy, F1-score, and AUC value, the area of ROC curve,
to measure the classification results of the black-box attack.
The reason is that the accuracy shows the classification results
intuitively. F1-score avoids the output of the classifier being
biased towards one result, indicating the reliability of Accu-
racy. ROC curve applies False Positive Rate as the horizontal
coordinate, and True Positive Rate as the vertical coordinate
to draw the figure. The size of the curve area, denoted as
AUC, reflects the performance. The details of calculation
indicators are shown in Table 2 and Table 3.

As for the evaluation of white-box attack, we choose
Dvalue, crafting rate of generating adversarial examples and
the perturbation rate when generating adversarial examples.
The indicator of the crafting rate of generating adversar-
ial examples can intuitively reflect whether the adversarial
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FIGURE 1. ACC on datasets and optimizers.

TABLE 2. Confusion matrix.

TABLE 3. Evaluation indicators.

examples are successfully generated or not. The accuracy-
adversarial score is the accuracy score on the adversarial
examples, which demonstrates the quality of adversarial
examples generated by JSMA based on the trained model.
The perturbation rate is the percent of perturbed features
of total features for generating adversarial examples, indi-
cating the degree of adding noise to the original sample
when generating adversarial samples. Also, we introduce an
advanced evaluation metric called Dvalue shown in Table
3, where Xorig denotes original examples and Xadv denotes
adversarial examples. Dvalue shows the difference between
accuracy score on original examples and accuracy-adversarial
score on adversarial examples. The value of Dvalue rep-
resents the degree of misclassification caused by adver-
sarial examples. Generally speaking, the white-box attack
succeeds when the crafting rate of adversarial example
generation is high, the perturbation rate is low, and Dvalue
is large.

IV. EXPERIMENTAL RESULTS AND DISCUSSIONS
This section first presents the results of the generated
adversarial examples. Then results of adversarial example
transferability are present. At last, the summary is given after
analyzing those experiment results.

A. SENSITIVITY ANALYSIS UNDER WHITE-BOX
ATTACK SETTINGS
This section presents the results of generating adversarial
examples under four optimizers. SGD-samples,
RMS-samples, Adam-samples, and Adadelta-samples denote
the adversarial examples generated by SGD-model,
RMS-model, Adadelta-model, andAdam-model, respectively.

We draw the curves of ACC, Dvalue, the crafting rate
and the perturbation rate of adversarial example generation
as the number of epochs increased under different datasets
and optimizers. The results are shown in Figure 1. Since the
curves of Figure 1(b) and Figure 1(c) are similar to those
in Figure 1(a), we focus on analyzing Figure 1(a).We observe
that the yellow curve is always at the top and the blue curve is
always at the bottom of the four curves, which indicates that
Adam optimizer is the fastest convergence optimizer and the
slowest is SGD optimizer and all the models does not overfit
under different datasets, which is in line with our expectation.
RMS is closest to the convergence rate of Adam. As for
Adadelta optimizer, its convergence rate is slightly inferior
to that of Adam and RMS. Therefore, from the perspective
of the convergence rate of the DNN model, no matter which
dataset, Adam and RMS optimizers perform best, followed
by Adadelta, and SGD optimizer is the worst.

Dvalue reflects the aggression of adversarial examples
on the model in the white-box attacks. As can be seen in
Figure 2, in the structured data (DREBIN and NSL-KDD),
Dvalue of Adam-samples is large as a whole considering the
fluctuations, and RMS, SGD, and Adadelta are followed by
Adam. However, in the unstructured data (MNIST), the trend
of Adadelta-samples rises steadily, but the trend of Adam-
samples and RMS-samples drops continuously, indicating
that only Adadelta-samples maintain and improve the aggres-
sion of adversarial examples. So merely considering Dvalue,
Adam optimizer is the best choice to generate adversarial
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FIGURE 2. Dvalue on datasets and optimizers.

FIGURE 3. Crafting rate on datasets and optimizers.

FIGURE 4. Perturbation rate on datasets and optimizers.

examples on the structured dataset and Adadelta optimizer
is the best choice to generate adversarial examples on the
unstructured dataset.

In terms of the curves of crafting rate in Figure 3, the craft-
ing rate of Adam and SGD optimizer is stable around
1 in DREBIN dataset. The curves of RMS and Adadelta
fluctuate considerably, especially the RMS curve. In KDD
dataset, the SGD and Adadelta curves stabilize at 1, and the
Adam curve and RMS curve oscillate violently. But Adam
is still acceptable because the crafting rate is still over 92%.
In MNIST dataset, Adadelta and SGD are stable at 1. But
the interesting thing is that the Adam curve and RMS curve
show a downward trend as a whole. So only considering the
crafting rate, no matter what dataset, the best choice is SGD,

and Adam and Adadelta are candidate optimizers. In particu-
lar, Adam and Adadelta are more compatible with structured
data, and Adadelta is more compatible with non-structured
data.

As for the curves of perturbation rate in Figure 4, Adam,
Adadelta and RMS curves are falling in fluctuation in three
datasets. The perturbation rate curve of SGD optimizer rises
slowly on the three datasets. We think the model based on
the SGD optimizer does not converge in the previous epochs
and learn about potential data connections. Thus, the accu-
racy is a bit low on the test set and the JSMA algorithm
based on the model parameters does not need to add too
much noise. With the increase of epochs, the perturbation
rates based on the SGD optimizer are basically the same
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TABLE 4. Comparison of cross-model attack regarding adversarial examples transferability on DREBIN dataset.

as the other optimizers’ rates. In DREBIN dataset, Adam
adds less noise on average. In KDD and MNIST datasets,
Adadelta adds less noise and Adam is slightly inferior to
Adadelta. Therefore, when only considering the perturbation
rate, Adam or Adadelta can be used as candidate optimizer
based on the actual perturbation rate on the structured datasets
but Adadelta is the only choice on the unstructured datasets.

In summary, on the structured data, Adam optimizer is a
choice as a part of adversarial example generation because
of the faster convergence rate, better quality of adversarial
example generation, acceptable adversarial example crafting
rate and perturbation rate. Adadelta plays the same role in the
unstructured data.

B. SENSITIVITY ANALYSIS UNDER BLACK-BOX
ATTACK SETTINGS
This section mainly investigates the effectiveness of
optimizers under the black-box attacks in terms of adversarial
example transferability. We first examine the results with
the indicators against cross-model attacks using adversarial
examples generated by models with different optimizers
and datasets. The results are shown in TABLE 4, TABLE
5 and TABLE 6. Here, the original sample means legitimate
test sample, Adam-samples means the adversarial examples
generated on the Adam optimizer and so on. We can get
an intuitive conclusion: optimizers have limited effects on
the transferability of adversarial examples. This means that
the influence of the adversarial examples generated on the
optimizer on the transferability of some models is apparent,
but the effect on others is not apparent. We highlight the min-
imum value for each column in the following three tables and

make a detailed analysis. We start with an analysis of Table 4,
showing the cross-model attack comparison results between
four types of adversarial examples on DREBIN dataset.
Adversarial examples generated on different optimizers have
different considerable influence on various machine learning
models. For example, RMS-samples has the greatest impact
on the Decision Tree model, because the metrics, ACC,
F1-score, AUC, are the minimum in the classification results
of all types of adversarial examples by Decision Tree. As for
the Random Forest model and Linear SVM model, Adam-
samples has the greatest influence on the performance of
these model. Deep learning models, CNN and RNN, are also
affected by the adversarial examples crafted on the different
optimizers. Adadelta-samples have the greatest influence on
the CNN model, and SGD-samples have the impact on the
RNN model.

We compare the results of NSL-KDD dataset and
DREBIN dataset since both datasets are structured dataset.
Table 5 shows the cross-model attack comparison results
between four types of adversarial examples on NSL-KDD
dataset. As seen in Table 5, we observe that the performance
of adversarial examples generated on different optimizers
varies from model to model. And the result is totally different
from the results on DREBIN dataset. From Table 5, we can
see that for Decision Tree, the most influenced examples
generated on the optimizer is Adadelta, which is different
fromRMS optimizer on DREBIN dataset. As for the Random
Forest, the most influential optimizer is RMS, differing from
Adam on DREBIN. SGD examples affect the Linear SVM
the most, but Adam examples affect the Linear SVM on
DREBIN dataset the most. SGD examples also affect two
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TABLE 5. Comparison of cross-model attack regarding adversarial examples transferability on NSL-KDD dataset.

TABLE 6. Comparison of cross-model attack regarding adversarial examples transferability on MNIST dataset.

deep learning models, CNN and RNN, where the evaluation
indicator values drop the most. But on DREBIN dataset,
the most affected adversarial examples of these two models
are Adadalta and SGD.

It can be seen from the results of two datasets, DREBIN
and NSL-KDD, adversarial examples generated on different
optimizers have excellent transferability in some models,
but the transferability is not so prominent in other models.
This indicates that adversarial examples generated on the

same optimizer may not have the same degree of transfer-
ability for all models and this difference are not regular.
Therefore, we think that optimizers have a limited impact
on the transferability of adversarial examples in terms of
structured datasets.

Table 6 shows the cross-model attack comparison results
on MNIST dataset. The conclusion is the same with
NSL-KDD and DREBIN datasets. As seen in Table 6,
each model has a set of adversarial examples with the best
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performance of transferability. For instance, Adam examples
perform best on Decision Tree and RNN, SGD examples
perform best on Random Forest and CNN, and Adadelta
examples perform best on Linear SVM. Associated with
Table 4 and Table 5, we can conclude that the impact of
optimizers on the transferability of adversarial examples is
limited.

C. SUMMARY
This sectionmakes a summary through the experiment results
and the above analysis of Section IV.A and IV.B as follows:
(1) In terms of white-box attacks, the DNN model with

Adam optimizer can generate adversarial examples
with high convergence rate, low perturbation rate and
high generation rate on structured datasets. But on the
unstructured dataset, the optimizer with the same effect
is Adadelta optimizer.

(2) In term of black-box attacks, the impact of optimizers
on the transferability of adversarial examples is limited.

V. CONCLUSION AND FUTURE WORK
In this paper, we investigate models’ sensitivity to adversarial
examples with different optimizer algorithms. We construct
experiments to compare the four most used optimizers,
Adam, Adadelta, RMSprop, and SGD in terms of their
model robustness against adversarial examples. Meanwhile,
we train the models with different optimizers on struc-
tured datasets (NSL-KDD and DREBIN) and unstructured
dataset (MNIST) and then compare diverse behaviors of
models. Experimental results indicate that (1) for structured
datasets, Adam optimizer can generate higher quality adver-
sarial examples when the white-box attack is implemented;
(2) for unstructured datasets, Adadelta optimizer can generate
higher quality adversarial examples in the white-box attack.
We conclude that the gradient descent optimizer has a greater
impact on the generation of adversarial examples on neural
network models.

This paper uses only one adversarial example attack
method and one target class to assess the effect of optimizer
on the adversarial examples. In the future work, research
on experimental analysis of scenarios of more representative
attacks, more complex network architectures and more com-
plicated datasets should be conducted. Moreover, the reason
why optimizer can affect the adversarial examples will be
explored as well.
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