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ABSTRACT Malware and its variants continue to pose a threat to network security. Machine learning
has been widely used in the field of malware classification, but some emerging studies, such as attention
mechanisms, are rarely applied in this field. In this paper, we analyze the correspondence between bytecode
and disassembly of malware, and propose a new feature extraction method based on multi-dimensional
sequence. Also, we construct a new classification framework based on attention mechanism and Convo-
lutional Neural Networks mechanism. Furthermore, we also compare the different architectures based on
the attention mechanisms. Experiments on open datasets show that our feature extraction method and our
framework have a good classification effect, and the accuracy rate is 0.9609.

INDEX TERMS Attention mechanisms, multi-dimensional sequence, disassembly code.

I. INTRODUCTION
Malware and its variants usually perform unauthorized oper-
ations to gain illegal benefits, which have caused great
damage to end-users. According to 360 Security company’s
announcement in 2018, they [1] intercepted 270 million
new malicious program samples on the PC side, an average
of 752,000 new malicious program samples on the PC side
every day. With the emergence of malware and its variants,
network security continues to be seriously threatened. It has
become an important task to effectively detect malware and
its variants. Machine learning has shown good application
prospects in malware detection and classification. Tradi-
tional machine learningmethods use Support VectorMachine
(SVM) [12], Random Forest [3] and other models to detect
malware, which is mainly relied on extracting feature vectors
manually. For example, in the work of [7], the authors make a
deep permission usage analysis and propose a malware detec-
tion system based on the SVM model, which shows a good
classification result. As deep learning has a more powerful
representation ability, it has achieved great success in the field
of image and natural language. Therefore, deep learning may
have more potential ability in the field of malware detection
and classification.
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From now on, malware detection methods based on deep
learning mainly focus on image [13], signal [14], and Appli-
cation Programming Interface (API) sequence [10]. It may
not stimulate the potential ability of a deep learning model
if we just simply transform malware into the input vector.
How to effectively use expert knowledge to process data, and
transform it into the input needed by deep learningmodel, and
design a specific deep learning model are the key to improve
the effectiveness of deep learning models in detecting mal-
ware area.

In this paper, we try to start with the analysis of the cor-
responding relationship between assembly code and binary
code, and further excavate the relevant data characteristics. At
the same time, we also try to migrate the attention mechanism
from the common natural language processing model to the
field of malware classification by analyzing the principle
of attention mechanism. Because the same kind of malware
will also show some similar characteristics in binary, it can
achieve the classification of malware by discovering binary
features for malware.

The main contributions of this paper are as follows:
Firstly, combined with expert knowledge, a multi-

dimensional input sequence with a strong correlation is
extracted, which effectively adds the characteristics informa-
tion of malware.

Secondly, a malware classification framework (ACNN)
based on attention mechanism and Convolutional Neural
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Networks (CNN) mechanism are designed by using deep
learning, which improves the ability of deep learning to clas-
sify malware.

Thirdly, we deeply analyze the essence of the atten-
tion mechanism with different architectures and successfully
apply the attention mechanism derived from the Encoder-
Decoder framework to the malware classification framework.

Experiment on open Microsoft’s 2015 kaggle database
shows that our method has high accuracy and achieves good
classification results.

II. RELATED WORK
Machine learning mainly includes traditional machine
learning methods and deep learning methods in the field
of malware classification. Traditional methods we refer to
are methods that do not use deep learning, such as Random
Forest, SVM, etc. We analyze the difference between the
two from the perspectives of feature extraction and model
construction.

A. MALWARE CLASSIFICATION BASED ON TRADITIONAL
MACHINE LEARNING
Compared with deep learning, it is easier for traditional
machine learning methods to construct effective feature vec-
tors, because they can use feature extraction methods more
flexibly by using for reference in the fields of natural lan-
guage processing and image processing, such as grayscale,
N-Gram, operator statistics, etc.

Liu [10] uses the shared nearest neighbor clustering algo-
rithm to construct the input feature vector by extracting image
textures, operation code features, and API features.

Nataraj [13] uses image processing techniques to extract
the GIST features of images by converting malware into
images, and then uses Gaussian filters for classification.

Huang [6] uses N-Gram to process API call sequences
to form feature vectors, and then uses k-Nearest Neighbor
(kNN), Decision Tree, and SVM for classification.

Carlin [4] constructs a virtual execution environment to
capture the assembly code of malware running, and then uses
the hidden Markov model for classification.

Nataraj [14] first converts malware into a signal, and then
uses the characteristics of the signal to classify the malware.

B. MALWARE CLASSIFICATION BASED ON DEEP
LEARNING
Deep learning mainly refers to models such as CNN and
Recurrent Neural Network (RNN) that derive from the neural
network. They are more sensitive to data with image features
and time-series features. Therefore, the key point is how to
extract data with image features or time-series features more
effectively.

Lu [18] first extracts the API call sequence, which merges
the same API. Then they build a Long Short-Term Memory
(LSTM) model with 2 hidden layers and extract the hidden
layer features using the Max-Pooling layer.

Qian [15] divides the API characteristics into 16 categories
based on experience, and then constructs an image as input
according to the category and number of occurrences of the
API, and then applies the CNN model.

Gibert [5] uses the CNN model to learn image features
by directly converting the disassembled ASM files into pixel
maps.

Kolosnjaji [9] uses the sandbox to extract the dynamic API
execution sequence and then removes the recurring API calls
to form the input API sequence. The deep learning detection
model is then constructed by using CNN and LSTM models.

In the work of [12] and [11], they all use Principal Com-
ponent Analysis (PCA) method to extract its features after
transforming the malware into the picture.

In the work of [8], the author uses autoencoder to learn the
malware figure features, which achieves a good classification
on the Microsoft Kaggle database. The difference is that they
only use 8 categories on the database, instead of the original
9 categories.

In summary, we analyze the approach taken by machine
learning in the field of malware classification and detec-
tion. Traditional machine learning methods and deep learning
methods have similarities in feature extraction. They often
process malicious code data by using some common meth-
ods such as natural language processing, image processing
method, etc. The difference is that traditional machine learn-
ing methods can extract targeted features by using expert
knowledge. However, deep learning is mostly difficult to
extract targeted features by using expert knowledge, because
input data is mostly limited to pictures or sequences. How-
ever, deep learning has shown strong learning ability in the
fields of image and natural language, so it is worth explor-
ing how to apply it in the field of malware classification.
Therefore, on the one hand, to dig the potential ability of
deep learning, it is necessary to use expert knowledge to
extract more favorable input features. On the other hand, it is
necessary to design a targeted deep learning model based on
features.

At present, there are few studies on malware classification
based on attention mechanisms, so we will try to design a
targeted attention mechanism framework based on the char-
acteristics of data and attention mechanism.

III. OUR RESEARCH ABOUT MALWARE AND ATTENTION
MECHANISM
A. MALWARE ANALYSIS
For a binary form of malware, when human experts analyze
its maliciousness, they mainly focus on a series of malicious
operations taken by the code. Usually, we will study its
disassembly code, which reflects the execution logic of the
program to some extent. We detect malware by studying
the disassembly code. It can be said that analyzing malware
from the perspectives of binary and disassembly code is an
important part of the field of malware detection. A consider-
able number of scholars have engaged in such research and
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FIGURE 1. Disassembly analysis . This is a screenshot of the ASM file generated by IDA Pro.

have given good feature extraction and model construction
methods.

However, they [13], [14] may not make effective use of the
information when processing binary and disassembly code.
For example, some scholars directly convert binary code
into a picture with a fixed length. There is no evidence for
setting this number as a fixed length. Others directly extract
the opcodes in the disassembly code to form a sequence,
which preserves the sequence information to some extent but
loses considerable disassembly code semantic information.
We know that there still may be a big difference in the assem-
bly statement meaning, even if its opcodes are the same but
the operands are different. For example, ’mov eax, 0xC’ and
’mov ebx, 0x11’ are different. If we just focus on opcodes,
then they both get the same opcode ’mov’. Therefore, it is
not enough to just extract the opcode.

In reality, there is a close correlation between binary and
disassembly code. An opcode must be a hexadecimal num-
ber. At the same time, an assembly statement must corre-
spond to several hexadecimal numbers. If we associate binary
and assembly statements, we can extract the characteristics
of both the sequence information in the vertical direction
and the associated information in the horizontal direction as
shown in Figure 1. From Figure 1 we can see that the left
hexadecimal code and the right assembler code in the two
red rectangles are related. However, the hexadecimal length
corresponding to each assembly statement may be different.

Due to this corresponding relationship, it will be better to
retain the characteristics of malware and apply deep learning.

B. ATTENTION MECHANISM ANALYSIS
The attention mechanism is a deep learning model that
emerged in 2014. It uses the human brain signal processing
mechanism for reference and aims to focus on more critical
information from lots of information for the current mission.
By using the attention mechanism, it filters and extracts
information more effectively. In recent years, attention mech-
anisms have been widely used in image recognition, natural
language processing, and speech recognition. Especially in
Encoder-Decoder framework in natural language processing,
attention mechanism is mostly used. By entering a sentence
into the frame, it can output another sentence. By using the

attention mechanism, we can get the weight values for dif-
ferent words in a sentence. And the key words always output
more big weight value. It works similarly in the human brain
way in which we always notice some keywords in a sentence.
This is why attention mechanism is more successful.

Essentially, the attention mechanism [16] can be described
as giving a query vector Q and a set of key-value pairs (K,
V), mapping the set of queries and key-value pairs into an
output vector through a mapping function. The query, key-
value pairs, and output are all vectors. The elements of the
output vector are weighted and averaged by the key-value
pairs of all vector values in the vector set.Wherein, the weight
corresponding to each value vector is got by the calculation
function F of the query vector and the key vector, that is,

Attention(Q,K ,V ) = F(Q,K )V .

We further analyze this formula.
Let Q = (q1, q2, . . . , qn)
Let AV = Attention (Q,K ,V )

Let AV = (av1, av2, . . . , avn)
In this formula, we can consider avi as the global attention

value of qi. Then by applying the attentionmechanism, we get
the attention score of each query element qi on the whole.
At present, most attention models are applied in the

Encoder-Decoder framework, and there are few applications
for classification and detection frameworks.

In the Encoder-Decoder framework, the avi−1 generated
by each word qi−1 is the current intermediate state, which
participates in the output of the next word qi. This becomes
very beneficial. Therefore, the attention mechanism is very
effective for the Encoder-Decoder framework in translation
models.

In the classification and detection framework, if the atten-
tion mechanism is used, it specifically needs to combine with
the mission. How to make good use of each part’s attention
global score is the key to the successful application of the
model. If we just want to transfer their codes for execution,
obviously there will be no practical meaning and no good
result.

Further, we will compare and analyze the various imple-
mentation architectures of the attention mechanism in the
malware classification experiment.
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FIGURE 2. Our ACNN framework. This model consists of 5 layers: Input, attention layer, CNN layer, dense layer and
output.

IV. OUR ACNN CLASSIFICATION FRAMEWORK AND
OTHER DESIGN FRAMEWORKS
According to our analysis of malware and attention mecha-
nisms in the previous section, we will construct our feature
extraction method and design a unique classification model
(ACNN) based on attention mechanism and CNN mecha-
nism. The whole process is divided into 4 steps: malware
parsing, feature extraction, modeling, and model prediction.

A. MALWARE PARSING
We employ IDA Pro [2] as our parser to build an automated
parsingmodule. Each executable code will generate two files,
that is, Byte file and ASM file. The byte file is a hexadecimal
representation of the executable code, and the ASM file is the
assembly code representation of the disassembled executable
code.

B. FEATURE EXTRACTION
We perform feature extraction based on the code segment
with sequential features. According to the previous section of
malware analysis, each assembly statement will correspond
to a set of hexadecimal numbers. First, we extract the assem-
bly instructions in the disassembly ASM file and then extract
the corresponding hexadecimal numbers from the byte file.
Since the length of the hexadecimal code corresponding to
each assembly instruction is different, we set the length of the
hexadecimal code for each assembly instruction to 20. It will
be filled with 0 if less than 20 and it will be cut off if more
than 20. This forms a two-dimensional vector, which will be
entered into our model.

C. MODELING
Here, we will explore how to apply attention mechanisms
to the classification framework. According to the previous
section on the study of attention mechanisms, we can obtain
the scores of each word on the whole by using the attention
mechanism. In our data set, we will get the importance score
of each assembly instruction in the whole.

1) ATTENTION MECHANISMS + CNN MECHANISMS (ACNN)
In fact, several adjacent assembly statements usually con-
stitute a set of assembly operations with special meaning,

which is very beneficial for judging the malware category.
Therefore, many scholars construct the classification model
by using the 3-gram slice of the code. For the same category
of malware, they must have the same slice on the fixed gram,
so it can effectively extract its high-level features by setting
a reasonable slice size. Therefore, we use the combination
of attention mechanism and CNN mechanism to build our
model, as shown in Figure 2.

From the Figure 2, it can be seen that our ACNN frame-
work is divided into 5 parts: Input layer, Attention layer,
CNN layer, Dense layer, and Output layer. In the Input
layer, the two-dimension input vector (2000*20) is entered.
Then, the vectors are input into the Attention layer, which
can output different score values for different input values
according to the global context. That is, the Attention layer
is used to capture the key assembly instructions information,
which is represented as hexadecimal code in the input vector.
After that, the score values are input into the CNN layer.
The CNN layer is used to capture the characteristics of
these adjacent assembly statements because these adjacent
assembly statements usually form a set of operations, which
is also an important basis for distinguishing the malware
category. Next, the Dense layer is used to capture the high-
level features from the CNN layer. Finally, the Output layer
outputs the final result.

In our model, the Attention layer uses a multi-head atten-
tion mechanism. In essence, it is consistent with attention
mechanisms. The difference is that it uses multiple sets of
attention and concatenates the results of the attentions. By
using multiple sets of attentions, it can extract more features,
so we use it in our ACNN framework.

The CNN layer extracts the high-level features based on the
segment by setting the convolution kernel of the window to 3,
which draws on the same 3-gram slice thought. The third part
outputs the classification result through the fully connected
layer.

2) LOCAL + GLOBAL ATTENTION MECHANISMS
Here, we consider the idea of drawing a hierarchical attention
mechanism [19] to design the model. By analyzing the data
we input, the horizontal row is the hexadecimal representation
of the assembly statement, and the vertical column is the order
of the assembly statements.
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FIGURE 3. Local + global attention mechanisms. This model consists of 5 layers: Input, local attention layer, global
attention layer, dense layer and output.

FIGURE 4. Attention mechanisms + Bi-Lstm mechanisms. This model
consists of 5 layers: Input, global attention layer, Bi-Lstm layer, dense
layer and output

Therefore, we design local attention for the assembly state-
ments, trying to obtain different dimensional weight val-
ues in the horizontal 20 dimensions. Furthermore, we take
global attention in the vertical direction, trying to extract
the sequence characteristics of the data in the verti-
cal sequence relationship. The overall structure is shown
in Figure 3.

From Figure 3 we can see that this architecture is divided
into 5 parts: Input layer, Local Attention layer, Global Atten-
tion layer, Dense layer, and Output layer. The Local Attention
layer is used to capture the key information in the horizontal
20 dimensions. For example, we may always focus on the
’call’ opcode in ’call eax’ statement. Then the score values
generated will be sent into the Global Attention layer.

3) ATTENTION MECHANISMS + BI-LSTM MECHANISMS
We try to draw on the idea of local attention and extract
horizontal weight values by using the attention mechanism
in the horizontal direction.

Due to the superior performance of the Bi-Lstm model
[17] in processing sequence data, we used the Bi-Lstm model
in the vertical direction after using the attention mechanism
in the horizontal direction. The overall structure is shown
in Figure 4.

From Figure 4 we can see that this architecture is divided
into 5 parts: Input layer, Global Attention layer, Bi-Lstm

FIGURE 5. Attention mechanisms + Residual mechanisms 1. This model
consists of 4 layers: Input, global attention + residual connection layer,
dense layer and output. the residual connection is from input layer to
value layer in attention mechanism.

layer, Dense layer, and Output layer. It uses the Bi-Lstm layer
to learn the sequential features after the Global Attention
layer generating the global score.

4) ATTENTION MECHANISMS + RESIDUAL MECHANISMS 1
The idea of the residual network is that after the multi-
layer network is built, the network is easily degraded and
the original information is lost. Therefore, the information
is effectively transmitted through a cross-layer connection.
Here, we draw on the idea of the residual network. After
applying the attention mechanism, we add a new layer of
cross-layer connection. The mathematical expression is as
follows:

R_Attention_1(Q,K ,V ,G)

= Concat(Attention(Q,K ,V ), G) (1)

G = QW (2)

Here, W is a weight matrix, which represents a linear map-
ping of Q. The overall structure is shown in Figure 5.
From Figure 5 we can see that it completes a residual

connection from the Attention layer’s input to the Attention
layer’s output so that it can keep the original information for
the input vector.
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FIGURE 6. Attention mechanisms + Residual mechanisms 2. This model consists of 4 layers: Input, global attention +

residual connection layer, dense layer and output. the residual connection is from key layer to value layer in attention
mechanism.

5) ATTENTION MECHANISMS + RESIDUAL MECHANISMS 2
As in the previous section, we construct a network of attention
mechanisms and residualmechanisms from the perspective of
retaining the original information. The difference is that we
have a cross-layer connection from F(Q,K ). The mathemat-
ical expression is as follows:

Attention(Q,K ,V ) = F(Q,K )V

R_Attention_2(Q,K ,V ) = F(Q,K )(E + V )

The overall structure is shown in Figure 6.
From Figure 6 we can see that it completes a residual con-

nection from the Attention layer’s key values to the Attention
layer’s output so that it can keep the original key information.

D. MODEL PREDICTION
We first divide the data into a training set and test set. After
training the model, we input the test set into the model for
judgment and obtain the classification result.

V. EXPERIMENT
A. DATA SET
We choose the data from Microsoft’s 2015 kaggle competi-
tion as our data set. Their data is the malware of the window
platform. After IDA Pro parsing, Byte and ASMfiles are gen-
erated. They total 10086 samples and are divided into 9 differ-
ent types of malware, that is Ramnit, Lollipop, Kelihos_ver3,
Vundo, Simda, Tracur, Kelihos_ver1, Obfuscator.ACY and
Gatak. The number of each category is shown in Figure 7.

B. EXPERIMENT PARAMETERS
Our ACNN framework based on Attention mechanism and
CNNmechanism are set as follows: The attention mechanism
layer takes a multi-head attention model in which the number
is set to 2 and the head size is set to 8. The convolution layer
is set to a 3-layer convolution. Each layer has a convolution
kernel size of 3 and a number of 100, connected to a pooling
layer of size 3.

FIGURE 7. Distribution of data sets. In the picture, the x-axis represents
the categories of malware, and the y-axis represents the number.

C. CLASSIFICATION RESULT
Figure 8 shows the accuracy value changes with each round.
After 200 rounds of training, the accuracy reaches the maxi-
mum.

Figure 9 shows the loss value changes with each round.
After 200 rounds of training, the loss reaches the minimum.
As can be seen from Figures 8 and 9, our model converges
quickly, has high accuracy and low loss.

From Table 1, we can find that the micro avg of the
F1-score is 0.96. It proves that our ACNN framework has a
good performance in classification results.

From Figure 10, we can find that although the total number
of each category is different, the classification accuracy of
each category is well.

The final classification accuracy achieved by our ACNN
framework is 0.9609.

It shows that the ACNN classification framework we
design is very suitable for the data we extracted, and achieves
a good classification effect.
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FIGURE 8. The accuracy of training and validation varies with epoch.

FIGURE 9. The loss of training and validation varies with epoch.

TABLE 1. The classification report of ACNN framework.

VI. EVALUATION
To verify the effectiveness of our feature extraction method
and ACNN framework, we set up several sets of compari-
son experiments. Then, we take the 10-fold cross-validation
method and divide the database into a training set and testing
set in each fold. Then, we count the average classification
accuracy from these testing set.

A. COMPARE FEATURE EXTRACTION METHOD AND
ANALYSIS
The data we enter into the model is a two-dimensional
vector of which horizontal row representation represents
the hexadecimal representation of each assembly statement,
and vertical column representation represents the sequen-
tial execution order of the assembly statements. To verify
this two-dimensional vector form is more efficient, we have
designed two contrast forms. The one is commonly used one-
dimensional data generated by flattening the two-dimensional
vector into a one-dimensional vector. The data shape is (6000,
1). The other is also two-dimensional data, just less than
the horizontal dimension we extract. We extract 20 dimen-
sions. The data shape is (2000, 20), and the contrast shape is
(2000, 3).

The model was evaluated using the LSTM model and the
Random Forest model. In this experiment, we first flatten the
two-dimensional vector into a one-dimensional vector as the
input of the Random Forest model. The test results are shown
in Table 2.

It can be seen from Table 2 that for the traditional Ran-
dom Forest model, the classification accuracy under different
feature extraction methods is 0.71, and the various feature
extraction methods have little effect.

It proves that our feature extraction method has little effect
on the traditional Random Forest model.

For the LSTMmodel, the larger is the dimension extracted
in the horizontal direction, the better is the classification
effect. The best classification accuracy reaches 0.8725 under
shape (2000,20).

It proves that for the deep learning model, our feature
extraction method is beneficial to enhance the horizontal
correlation and improves the classification accuracy.

B. COMPARE MODEL CONSTRUCTION METHOD AND
ANALYSIS
Our ACNN classification framework is constructed by using
the attention mechanism and the CNN mechanism. For com-
parison, we set up four baseline models, that is, the Random
Forest model, the bidirectional LSTM model, the Multi-head
attention mechanism model, and the Deep Neural Networks
(DNN) model.

We also compare different design architectures, mentioned
in Section IV.C, namely ’Local + global attention mecha-
nisms’, ’Attention mechanisms + Bi-Lstm mechanisms’,
’Attention mechanisms + residual mechanisms 1’ and
’Attention mechanisms + residual mechanisms 2’.

1) BASELINE 1
We choose a more representative traditional machine learning
method, namely the Random Forest [3], as a baseline model,
which was used by the champion team in the Kaggle contest.
Its parameters are set as follows:

n_estimators = 500, njobs = −1

155276 VOLUME 7, 2019



X. Ma et al.: How to Make Attention Mechanisms More Practical in Malware Classification

TABLE 2. Comparison for different feature extraction methods.

FIGURE 10. The confusion matrix of ACNN framework.

TABLE 3. Comparison for different models.

2) BASELINE 2
Recycle neural networks are effective for processing data
with timing relationships. Among them, LSTM is a long
and short time memory network, and Bi-Lstm is a two-way
LSTMmodel built based on LSTM,which sometimes is more
powerful than LSTM. So we choose Bi-Lstm as our baseline
model. Its parameters are set as follows: We have adopted
2 layers of Bi-Lstm with 32 cells per layer.

3) BASELINE 3
In the work of [16], the authors use the attention mechanism
to replace the RNN structure and the CNN structure, demon-
strating the powerful ability of the attention mechanism for
learning time series data. Therefore, we use the multi-head
attention mechanism proposed by the authors as our baseline
model.

4) BASELINE 4
Since DNN is the most basic deep learning model, we choose
DNN as one of our baseline models. Its parameters are set as
follows: We use five full-connection layers, of which the first
four full-connection layers are set up 64 units, using tanh as
the activation function. The last full connection layer outputs
the classification results, using sigmoid function as the acti-
vation function. The dropout connection is used between each
layer, and the setting parameter is 0.5.

5) COMPARISON AND ANALYSIS
The results of the comparison test are as shown in Table 3.

Also, we list their parameters in the Table 4.
As can be seen from Table 3, our ACNN framework based

on the combination of attention mechanism and CNN mech-
anism achieves the best classification accuracy of 0.9609.
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TABLE 4. Parameters for different models.

OurACNN framework is nearly 5 percentage points higher
than the baseline model multi-head, nearly 9 percentage
points higher than the baseline model Bi-Lstm model, and
nearly 25 percentage points higher than the traditional ran-
dom forest model. At the same time, ACNN is far ahead
of other models based on attention-based mechanisms. The
reason our ACNN framework works well is that our model
is closely designed based on data characteristics. Our data
is specially designed with two-dimensional data. The hor-
izontal representation of the data is assembly statements,
and its vertical representation is the executive orders of the
assembly statements. And from the vertical perspective, sev-
eral consecutive assembly statements have the meaning of
the actual execution order, although their size may not be
fixed.

Therefore, our ACNN framework first extracts the weight
of each assembly statement in the whole through the attention
mechanism and then employs a convolution kernel of size
3 to extract features in the vertical direction, thereby learning
higher-dimensional features.

Other models based on attention-based mechanisms do not
perform well in classification, and some even do not exceed
the baseline model. The main reason for this is that they do
not make full use of the characteristics of the data.

It proves that it is hard to achieve good results if we
construct a model only paying attention to the reference of
different design ideas that are not suitable for the input data.

C. COMPARE OTHER ALGORITHMS ON THE SAME
DATASET AND ANALYSIS
As far as we know, there are a few open malware databases.
Therefore, many researchers use Microsoft’s kaggle data
set as a benchmark. In the following 3 references, they
achieved a high accuracy of 96.6% [12], 99.9% [8] and 99.1%
[11] respectively on the same Microsoft’s kaggle dataset.

Our framework could achieve an accuracy of 0.9606, which
is approximately 96.1%.

This data set contains not only its disassembly in the ASM
file but also binary in the Byte file, which is represented
as hexadecimal code. But, we only use part of the data set.
We use the hexadecimal code in the byte file according to the
assembly code of the code segment in the ASMfile. However,
they use the whole data, not only code segments, but also
other resource segments, so they could get more information
than us.

Further, compared with the work [12], their methods are
0.5 percentage points higher than ours. But, we only use
part contents in the Byte file. Therefore, this result could be
considered as reasonable.

Compared with the work [8] and [11], their methods
are 3 percentage points higher than ours. In fact, this data
set contains 9 categories. But the authors exclude ‘Simda’
class because it only contains 42 samples. Therefore, they
do 8 class classification. However, our framework and
Narayanan’s method [12] do 9 class classification. From
our and Narayanan’s classification results, the classification
result of the ‘Simda’ class is very low. This is one of the
most probable reasons that affect the accuracy of our and
Narayanan’s classification results.

Overall, the accuracies of our framework and Narayanan’s
method [12] are both nearly 96%, and we only use part
content on the data set. This shows that our framework and
Narayanan’s method are credible, although their classifica-
tion results [8] and [11] are higher.

In fact, we have only studied the characteristics of assem-
bly code in-depth and designed the attention mechanism.
We can combine with their work and study the characteristics
of malware from various perspectives to form amore compre-
hensive integrated detection framework, which is meaningful
for the next work.
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VII. CONCLUSION
In this paper, we propose a feature extractionmethod based on
correspondence between assembly code and binary code and
then construct a multi-dimensional feature vector as input.
Based on the attention mechanism, we design a malware
classification framework (ACNN), which achieves a good
classification result. We also make a meaningful exploration
of how to apply the attention mechanism to the field of
malware classification and prove that the design of the model
should be closely combined with the characteristics of the
data.

The inadequacy is that the application of the attention
mechanism we design may not contain all of them. Other
characteristics for malware, such as other resource segments,
API information, binary structure, etc, are not considered in
our classification model.
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