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ABSTRACT Security assurance in Vehicular Ad hoc Network (VANET) is a crucial and challenging task
due to the open-access medium. One great threat to VANETs is Distributed Denial-of-Service (DDoS) attack
because the target of this attack is to prevent authorized nodes from accessing the services. To provide
high availability of VANETs, a scalable, reliable and robust network intrusion detection system should be
developed to efficiently mitigate DDoS. However, big data from VANETs poses serious challenges to DDoS
attack detection since the detection system require scalable methods to capture, store and process the big
data. To overcome these challenges, this paper proposes a distributed DDoS network intrusion detection
system based on big data technology. The proposed detection system consists of two main components:
real-time network traffic collection module and network traffic detection module. To build our proposed
system, we use Spark to speed up data processing and use HDFS to store massive suspicious attacks. In the
network collection module, micro-batch data processing model is used to improve the real-time performance
of traffic feature collection. In the traffic detection module, the classification algorithm based on Random
Forest (RF) is adopted. In order to evaluate the accuracy of detection, the algorithm was evaluated and
compared in the datasets, containing NSL-KDD and UNSW-NB15. The experimental results show that
the proposed detection algorithm reached the accuracy rate of 99.95% and 98.75%, and the false alarm
rate (FAR) of 0.05% and 1.08%, respectively, in two datasets.

INDEX TERMS Artificial intelligence, distributed denial-of-services, intrusion detection, intelligent
transportation systems, spark, vehicular ad hoc networks.

I. INTRODUCTION
Vehicular Ad hoc NETwork (VANET) is regarded as a unique
form of Mobile Ad hoc NETwork (MANET), since the
communication nodes are mainly vehicles, and it is a key
part of the Intelligent Transportation Systems (ITS) [1]–[3].
Information sharing between nodes in VANET is achieved
through two patterns of communication, namely vehicle-to-
vehicle (V2V) and vehicles-to-infrastructure (V2I) commu-
nication [4], [5]. VANETs deployed by connected vehicles
and infrastructure expand security vulnerabilities inherited
from wireless communications, particularly in distributed
denial-of-service (DDoS) attacks [6]. As shown in Figure 1,
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DDoS attacks can be launched easily in VANET through
two patterns of communication mentioned above. Once a
vehicle is under DDoS attack, it can hardly share its driving
information to other nodes and access service(e.g. traffic
condition reporting and accident warning) provided by the
infrastructure which poses a potential threat to safe driving.

The targets of DDoS attacks are various including system
resources, network bandwidth and other resources, and its
attack mode is changing every year. Thus, a DDoS attack is
the main threat to system availability. To provide high avail-
ability of VANETs, a scalable, reliable and robust network
intrusion detection system should be developed to efficiently
mitigate DDoS attacks. However, with the development of
cloud computing, Internet of Things (IoT) andArtificial Intel-
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FIGURE 1. DDoS attacks launched in VANET through two patterns of
communication.

ligence (AI), attackers can launch large-scale DDoS attacks
at low cost. It is more difficult to detect and defend DDoS
attacks. And in most cases, DDoS network traffic is similar to
normal one [7]. Therefore, how to detect and identify DDoS
from a large number of network traffic is a complex and
challenging work.

Most common mechanisms to detect and prevent DDoS
consist of attack prevention, attack detection, and attack
reaction [8]. Network intrusion detection system (NIDS) is
becoming a necessary component of network security con-
struction [9]. It detects the abnormal usage of the system
by monitoring and analyzing the behavior of a network
to detect the attack [10]. There are two types of NIDS,
namely, Signature-based NIDS and Anomaly-based NIDS.
Signature-based detection recognizes attacks by collecting
and determining whether there is a certain pattern or signature
of prior attacks in traffic. However, it is not very effective
in DDoS attack detection because attackers often change the
types and methods of attacks and thence it is difficult to
determine the pattern or signature of an attack [11]. In another
detectionmechanism, namely Anomaly-based detection, nor-
mal behavior is learned through a long period of training.
When a DDoS attack occurs on a system, the relevant traffic
will lead to abnormal network behavior. Thus, NIDS can
find the corresponding attacks. In order to overcome the
limitations of these two methods, hybrid solutions based on
both Signature-based and Anomaly-based techniques have
been proposed in the literature [12].

It is still a challenging task for NIDS to detect
increasingly complex network attacks. According to [9], [13],
AI algorithms, such as Genetic Algorithm (GA) [14], Artifi-
cial Neural Network (ANN) [15] and Fuzzy Sets (FS) [16],
have been used in the detection of network abnormal attacks.
Among them, ANN is one of the representatives. The advan-
tage of using ANN algorithms for unsupervised learning
is that they can be relatively effective in detecting DDoS
attack packets. However, this kind of methods will not be
easily scaled when the data is large and the network structure
is complex. It is easy to over-fitting in the training stage.
Many traditional machine learning (ML) approaches, e.g.,
Decision Tree (DT) [17], Support Vector Machine (SVM)
[18], Naïve Bayes (NB) [19] and etc., have been employed
to detect the intrusions. However, their detection performance
highly relies on feature engineering. With the development of
big data technology, governments, enterprises, and research
communities can make use of the vast amount of digital data,
and traditional NIDS can no longer meet the data processing
requirements of DDoS attack detection. In recent years, many
studies focus on detection and defense of DDoS attacks based
on a big data framework. Studies [20] combine big data
technology withML technology to satisfy the data processing
requirements of DDoS attack detection in the cloud environ-
ment. It is a trend of NIDS for DDoS attack detection by using
a big data framework to enhance the capacity of processing
network traffic and improve detection performance. However,
there are many problems with existing researches, including
the performance limitation of the detection system, the scal-
ability and stability of the system, and the ability to process
large amounts of data.

Aiming to overcome these challenges, we propose a dis-
tributed NIDS for DDoS attack Detection based on big data
framework in this paper. It uses a distributed architecture
to collect and process network traffic and guarantees low
latency through amicro-batch data processingmodel. Apache
Spark [21], a memory-based computing framework, is used
for feature extraction and model training of cleaned data.
To evaluate the performance of the proposed NIDS in DDoS
attack detection, two public network traffic datasets, namely,
the NSL-KDD [22] and the UNSW-NB15 [23] are used as the
benchmarks.

The main contributions of this paper can be summarized as
follows:
1) This paper presents a novel big-data-framework based

NIDS for DDoS attack detection in VANET. The
proposed NIDS consists of two main components: the
collection module and detection module. Distributed
traffic collection technology is adopted and deployed
on some important network nodes to collect traffic effi-
ciently. The ML classification algorithm is accepted
to classify the traffic to achieve high accuracy and
low FAR.

2) In the collection module, the data processing model
of micro-batch is adopted to calculate the collected
traffic packet and extract features. At the same time,
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the message queue is employed to cache the collected
data to ensure the stability of the system.

3) Supervised ensemble ML classifier based on the RF
algorithm is applied in the detection module to clas-
sify the DDoS attack network traffic and to reduce the
false-positive rates. The classified traffic is utilized to
update the model so as to improve the classification
performance of the model.

The rest of the paper is organized as follows. Section II
covers the related work about DDoS attack detection meth-
ods. Section III proposes the distributed system architecture
of NIDS for DDoS. In Section IV, a series of comparative
experiments are performed to estimate the effectiveness and
performance of our method. Finally, Section V makes a brief
conclusion about this paper and looks ahead of our future
work.

II. RELATED WORK
Many detect and response mechanisms for DDoS flooding
attacks targeted to service providers have been reported in
the last few year [24]. So far, several approaches have been
proposed for DDoS attack detection. This section summarizes
some of the recent works in DDoS attack detection.

A. MATHEMATICAL METHODS
Chouhan and Peddoju [25] implement the filtering of DDoS
attack packets by the hop count of the IP mapping table. For
IP attack behavior, the detection accuracy of this method has
been up to 90%, and its deployment is convenient. However,
this method is vulnerable to distributed attacks. In addition,
if the IP2HC update is not timely, legitimate packets may be
mistaken for attack traffic and cause false-positives. More-
over, Feinstein et al. [26] use the entropy and chi-square test
of the network packets to detect DDoS attacks.

B. MACHINE LEARNING METHODS
Wang et al. [27] designed a method based on flow min-
ing for abnormal attack detection, demonstrating the worth
of this approach on traces from the Slammer and Code
Red worms and the MIT Lincoln Laboratories DDoS data.
Besides, Huang et al. [28] proposed a Deep defense network
security architecture, and application of data mining tech-
niques to analyze the alarms collected in theDistributed Intru-
sion Detection and Prevention System (IDS/IPS). In order
to evaluate the effectiveness of the proposed defense archi-
tecture, the author uses three different types of data mining
tools to realize the prototype and uses it in the DDoS attack
detection. It has a good detection effect on attack detection
rate and FPR. Gurulakshmi and Nesarani [29] used the SVM
algorithm to classify normal and abnormal traffic and predict
early anomalous activity.Moreover, Zekri et al. [30] proposed
a DDoS attack detection system based on C4.5 algorithm.
In this system, the signature detection technology is used
to generate the decision tree, and the DDoS flood attack is
automatically and effectively detected.

C. HYBRID APPROACHES OF BIG DATA AND
MACHINE LEARNING
Zhao et al. [20] used Hadoop and HBase [31] to deal
with a large amount of unstructured data, and designed a
neural-network-based detection system for DDoS attacks.
Saied et al. [15] replaced Hadoop’s MapReduce with Apache
Spark, and used ANN for attack traffic detection. Apache
Spark is a fast and general-purpose cluster computing system
that can be used with other components of Hadoop, such as
Yarn for resource management, and HDFS for data storage.
Recently, Alsirhani et al. [32] used multiple classification
methods in spark for traffic anomaly detection, and used
Fuzzy Logic to select the classification algorithms and ver-
ified it on Matlab. The experimental results showed that the
tree-based classification algorithms have a better classifica-
tion effect on traffic classification.

RF algorithm [33] is an ensemble algorithm based on DT.
Leo Breiman combined his idea of bagging algorithm [34]
with Ho’s proposed random subspace algorithm [35] and
CART decision tree [36] to put forward the RF algorithm
in 2001. It obtains the training subset of each tree through
Bagging, and randomly extracts some features as feature
subspaces for node splitting and decision tree construction
at each node. Finally, all the created trees are integrated, and
the final classification is chosen by voting.

In general, the performances of the NIDS for DDoS attack
depends on the system architecture, the detection algorithm
and the distribution characteristics of the data. Therefore, this
paper proposed a novel big-data-framework based NIDS for
DDoS attack detection inspired by the previous studies.

III. THE PROPOSED DISTRIBUTED NIDS FOR
DDOS ATTACK DETECTION
This section presents a distributed NIDS for DDoS attack
detection. Figure 2 depicts the architecture of the whole sys-
tem. The system consists of two main modules: network traf-
fic collection module and network traffic detection module.
Considering the specific scenario of DDoS attack detection
in VANET environment, we use big data technology to meet
the demand for data processing in terms of a large data
volume DDoS attack detection. In the following sections,
we introduce the functions and technical principles of each
module of the proposed NIDS at first. Then we focus on the
data processing and classification algorithms of the detection
module.

A. COLLECTION MODULE
The collection module is mainly composed of three parts:
Packet collector, Message Queue and Packet Parser. The
traffic packet collector is located at the primary network node.
It captures traffic passing through the node using the traffic
packet collection tool (such as Libpcap). Libpcap [37] is a
user-level packet capture interface that provides a convenient
application framework for low-level network monitoring.
It provides users with a unified and easy-to-use packet capture
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FIGURE 2. The overall architecture of the proposed Distributed DDoS Network Intrusion Detection System.

FIGURE 3. Packet stream periodic micro-batch processing.

API. So users can easily develop traffic collection tools based
on it.

Due to the large bandwidth of network nodes, if the col-
lected traffic is not processed in a timely manner, the traffic
data of this node will continue to accumulate, affecting the
stability and availability of the whole system. Therefore,
we use the distributed message queue (MQ) [38] to cache
the collected network traffic. Message Queuing can well bal-
ance the inconsistency of network traffic data collection and
processing by decoupling data packet capturing and packet
parsing.

The micro-batch data processing model is used in packet
parser. First of all, a series of fixed time windows are used
to periodically segment the real-time collected traffic packets
to generate many small datasets. Secondly, the packets in
the same dataset are parsed in batches to extract attributes.

The captured1t time interval packets from the packet stream
are treated as a dataset and the attributes extracted from this
dataset is appended to the cleaned data (Figure 3). Finally,
the cleaned data is used to the detection module. Algorithm 1
shows the process of Packet Parser program. The traffic
packets captured and cached are the input of the algorithm.
After the initialization process, a tumbling window will be
created every 1t time. In each time the window calculation
is triggered, and the packets in the time window are taken
out from the MQ. Each captured packet is parsed according
to the TCP/IP network programming model. Then, according
to the protocols (like Ethernet, IP, TCP, UDP, etc.), attributes
are extracted from the packet as the basic features of a single
traffic packet. At the same time, inspired by the character-
istics of the KDD99 dataset [22], the statistical attributes of
the traffic in the same time window are calculated. At last,
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Algorithm 1 Feature Extraction
Input: The traffic packets in binary format
1: loop
2: load packets from MQ with time interval 1t as P
3: for i← 1 to n do //n is the number of packets
4: Parse packet(i) according to different network

protocols (Ethernet, IP, TCP, UDP, etc.)
5: Calculate statistical characteristics
6: end for
7: end loop
Output: structured packets data

the basic attributes and statistical attributes are sent to the
detection module for abnormality detection.

B. DETECTION MODULE
The detection module mainly consists of two parts: Data
Processor and Classifier. The Data Processor is applied to
further handle the traffic features extracted and calculated
from the Collector module. The handling process includes the
removal of duplicate samples and data type conversion. The
processed data is submitted into the trained DDoS classifier
for the detection of network attacks. If it is detected as a
DDoS attack, the traffic attribute of the attack will be saved
for model update and evidence collection. At the same time,
an alarm will be issued to notify the network administrator.
The main steps of data preprocessing are as follows:

i: Data containing basic attributes and statistical attributes
of packets is loaded. Meanwhile, the dataset of the same
batch will be traversed and all properties in each rowwill
be converted to float type.

ii: All the attributes of numerical types are transformed into
DataFrame [39], because the detection algorithms use
Spark as the calculation engine and DataFrame is the
basic data structure of Spark.

iii: VectorAssembler [40] is used to transform the
DataFrame into a feature adapting to the classifier.
VectorAssembler is a converter that combines a given
number of columns into a single vector column. In each
row, the values of the input columns are concatenated
into a vector in the specified order.

iv: MinMaxScale [41] algorithm is used to generate the
final features for detection. It can normalize multiple
feature vectors and rescale the value of feature vectors
to [0,1]. Since different features are in different orders of
magnitude, in order to improve the calculation accuracy,
feature vectors need to be normalized. The rescaled value
for a feature A is calculated as

Rescaled(ai) =
ai − Amin
Amax − Amin

∗ (max − min)+ min (1)

where max = 1 and min = 0

The classifier is a trained RF based on Spark. DDoS attack
detection can be regarded as a binary classification problem,

where DDoS attack traffic and normal traffic should be classi-
fied. When DDoS traffic is detected, we store attack traffic in
HDFS for subsequent traceability and model update, as well
as notify the network administrators.

C. SPARK-ML RF-BASED ALGORITHM
RF is an ensemble classification algorithm based on DT. It is
one of the most widely used classifiers in massive data pro-
cessing. In RF, the bootstrap sampling method is employed
to generate k different subsets of training data, and then
k decision trees are constructed by training these subsets.
Finally, all trained decision trees are composed of an RF. All
decision trees predict each sample of the test data set and
return the final classification results by the voting of these
trees.

Formally, for a p-dimensional random vector V =

(V1, . . . ,Vp)T representing the input and a random variable
Z representing the response. The goal is to find a prediction
function f (V ) for predicting Y . The prediction function is
determined by a loss function L(Z , f (V )) and defined to
minimize the expected value of the loss

EVZ (L(Z , f (V ))) (2)

where the EVZ denote expectation with respect to the joint
distribution of V and Z .

The reason for choosing RF as DDoS attack detector is
based on the following two advantages. On the one hand,
the samples and features of decision trees are randomly
selected, and the final classification results are derived from
multiple decision trees through a voting mechanism. Hence,
they have good tolerance to the noises and outliers, and have
good generalization ability. On the other hand, multiple deci-
sion trees in RF algorithm can be trained in parallel, so they
are especially suitable for distributed computing.

Apache Spark is a memory-based distributed computing
framework for large data processing. It uses RDD (Resilient
Distributed Datasets) [42] as the basic data structure. RDD
is an abstraction of data structure in Spark, representing a
set of immutable, partitioned storage, and can be computed
in parallel. An RDD has multiple partitions. The size of
partitions determines the granularity of RDD computation,
while the calculation of each RDD partition is performed in
a separate task.

The main process of Spark-ML RF-Based algorithm train-
ing is shown as follow:

i: The label column and feature column are extracted from
the dataset and converted into the RDD

ii: Calculate the number of splits, bins and characteristics
sampled by each node in a single decision tree according
to the dataset

iii: Find the splits and the corresponding bins of all features
iv: Bootstrap is open up to sample from the original RDD,

then build T decision tree training by RDD
v: Create a FIFO node queue named nodeStack that stores

the root node of each tree
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FIGURE 4. Process of the level-wise training and group-wise training.

vi: Traversing the node queue, process every node until the
nodeStack is empty. The nodes in nodeStack is sent to the
spark worker to split. When a node completes the split,
it will be dequeue. At the same time, the new nodes will
enqueue and participate in the next iteration.

vii: After the nodes in the queue are split, the detectionmodel
training ends.

Before starting to train, We need to get the labeled data
S and its size n. The ith example Si is formalized as
(xi, yi),where xi ∈ Rd contains d characteristics and yi ∈
{0, 1} is the class of xi. Because it is a binary classification,
the normal traffic label is defined as 0, whereas the DDoS
attack traffic label is denoted as 1. Meanwhile, other hyper-
parameters in RF algorithm should also be determined. For
example, the number of trees, the maximum growth depth of
each tree, the maximum number of feature boxing, the ratio
of sample sampling, etc.
Since Spark uses the basic data structure of RDD internally,

we extract the label column and feature column from the
input training data set S to build the RDD of LabelPoint.
A LabelPoint encapsulates a sample label and a feature vec-
tor. Next, the RDD of LabelPoint is utilized to generate
training parameters, namely the number of splits, bins, and
characteristics, and calculation logic for each decision tree.
After that, the splits and the corresponding bins (interval
between the splits) are calculated using a sample of input data.
By using the random sampling method, the sample subset for
each decision tree training is generated and the number of
samples of each sample in the subset of different trees will
be cached in memory. On the basis of generated training data
and calculated algorithm parameters, the construction of the
RF starts.

Level-wise training and group-wise training are jointly
used to construct multiple decision trees in Spark. First of all,
a FIFO node queue is created. The root nodes of T decision

trees are stored in the node queue. The training of RF is
to divide these root nodes. In each iteration, according to
the memory of each worker in spark cluster, the nodes are
distributed to different workers in groups to perform the com-
putation task of node splitting (Figure 4). Multiple decision
trees are trained simultaneously in a group. Each time the split
child node is appended to the end of the queue, a new layer is
formed, waiting for the next iteration. When all tree nodes are
no longer split, that is, when the node stack is empty, the RF
is finished training.

When the tree node is split, the worker selects the best
split by calculating the Gini impurity of the different possible
splits. Given a group of examples X , the Gini impurity is
formulized as:

I (X ) = 1−
m∑
i=1

p2i (3)

where pi denotes the probability of examples inA that belongs
to class i. As the examples X is split into (X1,X2, . . . ,Xm)
according to the attribute A, the impurity value decreases as:

I (X ,A) =
m∑
i=1

|Xi|
|X |

I (Xi) (4)

The best splitting attribute can be obtained by minimizing the
I (X ,A).When RFA is used for classification, T decision trees
perform classification and voting on the preprocessed data.
The category with more votes will be the final classification
result.

IV. EXPERIMENT AND DISCUSSION
A. DATASET
In this section, we briefly introduce two datasets about net-
work intrusion detection, including NSL-KDD dataset and
UNSW-NB15 dataset, and then experimental settings are also
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offered. In order to comprehensively validate the performance
of the proposed detection method, several comparisons are
finished and the effectiveness of some key parameters is
investigated.

1) NSL-KDD DATASET
NSL-KDD [22] dataset is an authoritative benchmark for
measuring network intrusion detection methods. It is derived
from the KDDCUP99 dataset, which has a salient drawback
that a large number of useless duplicate records exist in it.
This may cause the detection algorithm focusing on frequent
records. Therefore, NSLKDD removes repeated records from
the KDDCUP99 to eliminate the classifier’s bias. Specifi-
cally, NSLKDD contains two training sets (’KDDTrain’ and
’KDDTrain_20percent’) and two test sets (’KDDTest+’ and
’KDDTest-21’), as well as defines 41 features describing the
basic content and statistical information of the network. It is
divided into five network categories, including, Denial-of-
Service (DoS), unauthorized access to the local supervisor
privileges (U2R), unauthorized access from a remotemachine
(R2L), and scanning the network to find known vulnera-
bilities (Probing). The details of the categories are shown
in Table 1. We select the samples labeled Normal and Dos
from NSL-KDD as the dataset, as shown in the boldface of
the table.

TABLE 1. The detail of NSL-KDD dataset.

2) UNSW-NB15 DATASET FOR INTRUSION DETECTION
Since KDDCUP99 and NSL-KDD datasets are old and
no longer well representative of the current network envi-
ronment. Moustafa and Slay [23] proposed a new dataset
called UNSW-NB15 using the IXIA PerfectStorm tool in
the Cyber Range Lab of the Australian Centre for Cyber
Security (ACCS). The UNSW-NB15 is quite different from
KDDCUP99 and NSL-KDD, which reflects a more com-
plex threat environment. This new dataset develops more
attack categories and simulates the circumstances with highly
unbalanced data, presenting significant challenges for hybrid
intelligent algorithms designing for intrusion detection and
prevention.Moreover, theUNSW-NB15 includes 49 features,
being more abundant than NSL-KDD. About the attack cate-
gory, nine types of standard network attacks are considered,
containing Fuzzers, Analysis, Backdoors, DoS, Exploits,
Generic, Reconnaissance, Shellcode and Worms, as shown
in Table 2. Similar to NSL-KDD, we select the normal and

TABLE 2. The detail of UNSW-NB15 dataset.

DoS from UNSW-NB15 dataset, as shown in the boldface of
the table, where training the classifier with the training set,
and then validated it on the test set.

B. EXPERIMENTAL SETTINGS
1) EXPERIMENTAL PLATFORM
All experiments were performed on a single server. The CPU
of the server is Intel(R)Xeon(R) CPU e5-2603 v3@1.60GHZ.
Five virtual machines are set up with KVM, each with 10G of
memory and two-core CPU. A cluster of five nodes, including
HDFS and YARN, is installed in virtual machines based
on Hadoop 2.8.0. Data processing and detection algorithms
are implemented using Scala 2.12.6. Then, the program is
submitted to the yarn cluster for execution in a yarn-cluster
mode.

2) DATA PREPROCESSING
The main purpose of the proposed NIDS is for the detection
of DDoS attack traffic, which is identified from the normal
traffic. Therefore, we firstly filter the two datasets separately
and select the data samples labeled Normal and DoS. Then,
features of the nominal in the selected dataset are replaced
with the type of numerical. Finally, the feature is normalized
to the interval [0, 1] using the data normalization method
MinMaxScaler [41].

3) EVALUATION METRICS
In this paper, four standard classification performance mea-
surements are adopted to comprehensively estimate our pro-
posed NIDS. These classification measures are all based on
four elements: True positives (TP), Ture negatives(TN), False
positives(FP), False negatives(FN). Their definitions are as
follows:
• TP: the number of correctly classified DDoS traffics.
• TN: the number of correctly classified normal traffics
• FP: the number of incorrectly classified DDoS traffics
• FN: the number of incorrectly classified normal traffics
The representations of utilizedmetrics are given as follows.
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TABLE 3. Effectiveness comparison of different detectors in NSL-KDD dataset.

Accuracy indicates the percentage of correctly identifying
DDoS attacks in the dataset, whose calculation is defined as
Equation (5).

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(5)

The Recall represents the ratio that the DDoS traffics are
correctly classified. The recall of proposed NIDS is measured
by Equation (6).

Recall =
TP

TP+ FN
(6)

The False Alarm Rate (FAR) represents the ratio that the
normal traffics are recognized as the DDoS traffics. The FAR
can be measured by Equation (7).

FAR =
FP

FP+ TN
(7)

F1-Measure is a comprehensive evaluation indicator. It is
defined as the weighted harmonic average of Precision and
Recall, which is defined as Equation (8).

F1−Measure =
2 ∗ Precision ∗ Recall
Precision+ Recall

(8)

where the Precision is the fraction of correctly classi-
fied DDoS traffics to all attack records and is denoted as
Equation (9).

Precision =
TP

TP+ FP
(9)

It is obvious that a well-performed detection model
should have high accuracy, high recall, high F1-measure and
low FAR.

C. EXPERIMENTAL RESULTS
1) COMPARISON WITH DIFFERENT CLASSIFICATION
APPROACHES USED IN NIDS
To validate the effectiveness of the SPARK-ML RF-Based
algorithm, we compare it with other classic ML approaches,
such as Naïve Bayes [43], Logistic Regression [44], Support
Vector Machine (SVM) [45], Gradient Boosting Decision

TABLE 4. Effectiveness comparison of different detectors in
UNSWSS-NB15 dataset.

Tree (GBDT) [46] and XGBoost [47]. For the SVM algo-
rithm, different kernel functions are used [48], includingRBF,
Linear and Sigmoid.

The results of the NSLKDD dataset are shown in Table 3.
It can be found that the RF and LR algorithms out-
perform other comparing algorithms on both KDDTest+
and KDDTest-21. They obtain the accuracy 99.9476%
and 99.9592% on KDDTest+ dataset, and 99.8922% and
99.8614% on KDDTest-21 dataset respectively. However,
SVM with different kernel is not performing well. Moreover,
it can be seen from Table 5 and Table 6 that the Naïve Bayes
has high FAR on two testing datasets because the number
of incorrectly classified DDoS is higher than that in other
algorithms.

Between two comparing test sets, an apparent observation
is that the accuracy, recall and F1-Measure of ’KDDTest+’
are higher than those in ’KDDTest-21’ respectively, whilst
FAR is lower than ’KDDTest-21’. The reason for this is
that the ’KDDTest-21’ test set contains some unknown DoS
attacks in the training set, and the unknown attack type
increases the detection difficulty of the model.

The results for the UNSW-NB15 dataset are shown
in Table 4. Obviously, RF is significantly better than other
classification algorithms, followed by XGBoost, GBDT,
SVM(Linear), SVM(RBF), Naïve Bayes SVM(Sigmoid) and
LR. Because all records in the test set are detected as Normal
in LR, the estimating consequences except Accuracy are
ignored. The failure of LR for distinguishing Normal/DoS
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TABLE 5. Confusion matrix on KDDTest+.

TABLE 6. Confusion matrix on KDDTest-21.

may be contributed by the similarity between these two net-
work categories (Table 7).
Combining the performance of different classification

algorithms on the two datasets, we can find that with respect
to the proposed NIDS, the RF algorithm can achieve good
results in DDoS attack detection, accompanying with the low
FAR.

2) DISCUSSION ABOUT EFFICIENCY OF DIFFERENT
PARAMETERS IN RF
In this part, we mainly investigate the effect of the sampling
rate, the maximum depth of trees and the number of trees of
RF. We use UNSW-NB15 as testing dataset.

TABLE 7. Confusion matrix on UNSW-NB15.

In order to argue the influence of the sampling rate in
RF, we fix the maximum depth of trees to 20. In the cases
where the number of trees is 90, 100 and 110, we compare
the accuracy and FAR as the sampling rate varies from 0.2 to
0.95. Through a large number of experiments, we find that the
experimental results will become stable when the maximum
depth of trees is set to 20 and the number of trees is 90
100, and 110.The accuracy and FAR for each sampling rate
is provided in figure 5. It is obvious that the sampling rate
has a great influence on detection performance. Overall, with
the increase of sampling rate, the accuracy shows an upward
trend, while the FAR shows a downward trend. When the
sampling rate reaches 0.55, the detection performance tends
to be stable. Finally, the accuracy rate was stable at 98.67%
and FAR was stable at 1.17%. This experimental result indi-
cates that the low sampling rate leads to the under-fitting of
model training.

To explore the impact of the maximum depth of trees
in RF, we set the sampling rate to 0.9 according to the
previous experiment. The experimental results are shown
in Figure 6. It is obvious that with the increase of the
maximum depth of trees, the detection performance has
been greatly improved. When the maximum depth of trees
reaches 16, the accuracy and FAR of the model will be stable
gradually.

Furthermore, in order to study the efficiency of the number
of trees in RF, we set the maximum depth of trees to 20 based
on experiments mentioned before. In the cases of a sampling
rate changing from 0.6 to 0.9, we compare the effects of
different numbers of trees on detection performance. The
accuracy and FAR for each sampling rate are provided in
Figure 7. According to Figure 7, a prominent phe-
nomenon is that as the number of trees increases, the
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FIGURE 5. The effects of the sampling rate.

FIGURE 6. The effects of max depth of trees.

FIGURE 7. The effects of number of trees.

detection performance firstly increases and then stabilizes.
These experimental results show that as the number of trees
increases, the RF can better fit the training set, thus achieving
better results. However, the increase in the number of trees
will also result in higher training costs.

3) COMPARISON WITH STATE-OF-THE ART
For the purpose of verifying the obtained results, our method
is also compared with several state-of-the-art DDoS attack
detection methods. NSL-KDD dataset is used in this part
because it is the most commonly used benchmark dataset in
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TABLE 8. Comparison of the proposed Spark-ML RF-Based algorithm
with the state-of-the-art DDoS attack detection methods.

stare-of-the-arts. Three state-of-the-arts are utilized, includ-
ing Mohamed Idhammad’s method [49], Hybrid-ADE [50],
Marliboost [51]. All comparison results are summarized
in Table 8.

On the basis of Table 8, the proposed NIDS in this paper
achieves the highest accuracy of 99.95% and a low FAR
of 0.05%. The accuracy of our NIDS exceeds the other three
latest detection methods. In Mohamed’s method, it reduces
irrelevant normal data from the network traffic for enhancing
the DDoS attack detection accuracy by using entropy esti-
mation method. Hybrid-ADE uses density estimation on the
hidden layer of an autoencoder to decline the information
loss of network traffic, and hence achieves the improvement
of accuracy. However, its FAR is the highest among these
start-of-the-art approaches. Although Marliboost achieved
the lowest FAR of 0.01% by using an ensemble method, it is
limited in term of accuracy.

V. CONCLUSION
This paper proposes a novel big-data-framework based NIDS
for DDoS attack detection in VANET. It includes real-time
network traffic collection modules and detection modules.
The network traffic collection module collects and extracts
features in the traffic using micro-batch processing model.
The detection module uses a Spark-ML RF-Based classifi-
cation algorithm to detect DDoS attacks on network traffic.
In order to evaluate the effect of the proposed DDoS attack
detection system, we mainly carried out experiments on the
detection performance of the detection module. The exper-
iment uses two common benchmark datasets, NSL-KDD,
UNSW-NB15. Compared with other DDoS attack detection
methods, the experimental results have good results in accu-
racy and false positive rate (FPR). Due to the limitations of
the experimental environment, this paper only evaluated the
proposed system on public datasets. In future work, we plan
to deploy the real environment of the proposed NIDS, and
use DDoS tools to launch attacks, and then evaluate the
performance of the system.
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