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ABSTRACT Feature selection aims to eliminate redundant or irrelevant variables from input data to reduce
computational cost, provide a better understanding of data and improve prediction accuracy. Majority of
the existing filter methods utilize a single feature-ranking technique, which may overlook some important
assumptions about the underlying regression function linking input variables with the output. In this paper,
we propose a novel feature selection framework that combines clustering of variables with multiple feature-
ranking techniques for selecting an optimal feature subset. Different feature-ranking methods typically
result in selecting different subsets, as each method has its own assumption about the regression function
linking input variables with the output. Therefore, we employ multiple feature-ranking methods having
disjoint assumption about the regression function. The proposed approach has a feature ranking module to
identify relevant features and a clustering module to eliminate redundant features. First, input variables are
ranked using regression coefficients obtained by training L1 regularized Logistic Regression, Support Vector
Machine and Random Forests models. Those features which are ranked lower than a certain threshold are
filtered-out. The remaining features are grouped into clusters using an exemplar-based clustering algorithm,
which identifies data-points that exemplify the data better, and associates each data-point with an exemplar.
We use both linear correlation coefficients and information gain for measuring the association between a
data-point and its corresponding exemplar. From each cluster the highest ranked feature is selected as a
delegate, and all delegates from the three ranked lists are combined into the final feature set using union
operation. Empirical results over a number of real-world data sets confirm the hypothesis that combining
features selected using multiple heterogeneous methods results in a more robust feature set and improves
prediction accuracy. As compared to other feature selection approaches evaluated, features selected using
linear correlation-based multi-filter feature selection achieved the best classification accuracy with 98.7%,
100%, 92.3% and 100% for Ionosphere, Wisconsin Breast Cancer, Sonar and Wine data sets respectively.

INDEX TERMS Classification, clustering of variables, feature selection, filter methods, random forests.

I. INTRODUCTION
For a given classification problem, machine learning algo-
rithms use discriminative abilities of features to categorize
observations into different classes, where each feature is an
individual characteristic of the process under observation.
In recent years, machine learning data sets have become
very large, and in some cases the number of input variables
even exceeds that of the samples. Performance of a machine
learning model not only depends on model specific factors,
but also on factors related to input data, such as total number
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of variables, correlation among input variables and signal-to-
noise ratio of data. In high-dimensional data sets, all features
may not be equally important and some of these may be
redundant, irrelevant or noise. The presence of redundant,
irrelevant or noise variables not only leads to increased com-
putational cost, but may also affect predictive performance of
the learning model. Machine learning models, which do not
have an embedded feature selection mechanism, will accu-
mulate small noisy contribution for each noise variable to the
predicted variable. In case of a large number of small noisy
contributions, all will add up and result in higher prediction
error [2]. Performance of machine learning models having
embedded dimensionality reductionmechanism such as Deep
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Neural Networks (DNN) may also be improved by using an
external feature selection module [3]. In high-dimensional
settings, it is pertinent to assume that a low-dimensional
subset of input features exists, which can efficiently represent
the entire data set. Identifying relevant features also provides
valuable insight into the underlying relationship between
input and output variables, and a more general concept can
be yielded [42].

In the past, manymethods have been proposed to transform
high dimensional data into low dimensional space, as training
classification or regression algorithms using all input fea-
tures could lead to results no better than a random guess
as shown in [2]. Most dimensionality reduction techniques
perform feature space reduction by deriving compact features
through selection or extraction of features in a supervised or
unsupervised manner [4], [5]. Feature selection techniques
assume that discriminative features can be independent of
irrelevant or redundant features and tend to keep a subset
of the original set [6], while feature extraction approaches
create new variables as combination of existing input features
to reduce dimensionality of the feature space [7]. Typically
in some real-world problems, the objective is not only to
predict the associated class for an observation, but also to
identify input features which are responsible for a specific
behavior. For example, for a given gene expression profile the
first objective could be to predict whether a patient responds
to a specific treatment or not; whereas the second objective
could be identifying part of the genome responsible for a
good or bad response. Therefore, feature extraction methods
such as PCA [8] and autoencoders [9] may not be suit-
able for such problems. Unlike feature extraction methods,
feature selection methods do not alter the original repre-
sentation of data [10], and are considered to provide better
readability and interpretability. However, feature selection
methods are generally not scalable and their performance
usually decline sharply, when used on data sets distinct to
those used for developing them. Majority of the studies focus
on finding a good solution for a specific problem settings
and none of them can be presented as a so-called ‘‘best-
method’’ [34]. Therefore, new feature selection methods are
constantly appearing using different strategies such as com-
bining feature selection with other techniques [39], combin-
ing multiple feature selection approaches [54], reinterpreting
existing methods [12] and creating new methods to achieve
better performance.

In this paper, we propose a novel feature selection frame-
work that ranks input features using multiple feature-ranking
algorithms and then clusters them into groups. Employ-
ing multiple heterogeneous feature-ranking techniques will
exploit disjoint assumptions about the regression function
linking input variables with target variable(s). The proposed
approach considers both the predictive abilities of input vari-
ables as computed by the feature-ranking methods, and their
correlations with each other. First, input features are ranked
by training three feature ranking approaches namely L1 reg-
ularized Logistic Regression (L1-LR) [14], Support Vector

Machines (SVM) [15] and Random Forests (RF) [57] and
their computed regression coefficients are used as variable
importance measures. Each of these methods measures vari-
able importance differently based on their assumption about
the regression function linking the predictors with the pre-
dicted variable. This will result in three differently ordered
lists for each data set. The lowest ranked features are dropped
from each list based on a given elimination threshold. The
remaining features are clustered into groups using affin-
ity propagation, an exemplar-based correlation technique.
It identifies data-points that best exemplify the data set, and
associates each data-point with an exemplar based on their
similarity. We use both linear correlation coefficients and
information gain as similarity measures, which results in
two slightly different techniques. After clustering, the highest
ranked feature from each cluster is selected as a delegate. The
three sets of delegates are combined using union operation to
obtain the final feature set. Empirical results over a number of
real-world data sets were compared with that of the original
data set and other feature selection techniques such as Infor-
mation Gain, ReliefF [12], SVM-GA [65], PSO-SVM [66],
Sequential Forward Selection (SFS), Sequential Floating For-
ward Selection (SFFS) [68], PCA and CoV/VSURF [39].
The results confirm that generally feature selection improves
classification accuracy and combining features selected using
multiple heterogeneous feature-ranking techniques results in
more robust feature set. Features selected using correlation-
based multi-filter feature selection (MFFS) approach proved
to have better predictive performance as compared to other
feature selection approaches evaluated.

The rest of the paper is organized in the following
manner. In section II, a detailed literature review is presented.
Section III briefly discusses related concepts includ-
ing techniques used for feature-ranking and correlation-
based clustering of variables using affinity propagation.
Section IV outlines the overall framework of the proposed
approach. In Section V, simulation setup and the results
obtained are discussed in comparison with other feature
selection methods evaluated followed by concluding remarks
in Section VI.

II. LITERATURE REVIEW
Feature selection has been widely studied and a large number
of methods have been developed. These methods have been
successful in dealing with real-world problems such as med-
ical image processing [17], customer churn prediction [20],
gene microarray analysis [24], malware detection [25], [26],
intrusion detection [27], stock trend prediction [28], text cat-
egorization [29], information retrieval [30], including image
retrieval [31] and music retrieval [32].

Feature selection methods can be supervised, unsupervised
and semi-supervised. In this paper, we focus on supervised
feature selection for classification and use the terms class
labels and target variable interchangeably. These methods
are categorized into two main groups: individual evalua-
tion and subset evaluation methods. Individual evaluation
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measures the relevance of each variable with the target vari-
able and assigns importance or rank according to its rele-
vance, while subset evaluation selects a subset of variables for
model construction based on some search strategy. Besides
this classification, these methods are categorized into filters,
wrappers, embedded and hybrid approaches based on their
selection strategy [33]. We suggest [1], [34], [35] for detailed
discussion on the subject.

Filter methods use variable importance or feature ranking
as a principle criteria for variable selection. A typical filter
method consists of two steps. In first step, variables are
ranked according to some feature evaluation criteria, such
as discriminative ability of a variable to classify samples or
its correlation with target variables. In individual evaluation
approach, each feature is individually assessed and impor-
tance measure assigned independent of other variables, while
in subset evaluation approach multiple variables are ranked
together. In second step, features deemed less important or
irrelevant are filtered out. These methods are independent
of the learning algorithm. Therefore, the selected features
may not be the best feature set for the learning algorithm
used for classification. It is common for variables to be
ranked differently by different filters, as each method use
different assumption about the relevance of a variable. One
major drawback of these methods is their inability to con-
sider multicollinearity among the predictors, which results in
redundancy [18], [19]. Variable discriminative ability to clas-
sify samples [36], [38]–[40], feature correlation [41], [42],
information gain [43], [44] are some of the common evalua-
tion criteria used by filter methods.

Wrappers utilize a predefined learning algorithm to eval-
uate predictive abilities of variables. The predictor is used
as a black box and its performance as an objective function
to evaluate relevance of variables. Given a specific wrap-
per, it first selects a subset of variables and then evaluates
the subset using the predefined algorithm. Both steps are
repeated, until the highest performing subset is found or
the stop criteria is met. As wrappers evaluate feature sub-
sets based on the performance of a learning algorithm, they
tend to select a better feature subset. A known issue with
wrappers is that the search space for a d-dimensional data
set is 2d , which is impractical when d is very large [1].
Therefore, search algorithms are utilized to find an optimal
subset heuristically. These search methods are divided into
deterministic and non-deterministic search algorithms. Deter-
ministic methods such as SFS, SFFS use certain strategy for
searching subset, while non-deterministic methods such as
Genetic Algorithms (GA) [46] and Particle Swarm Optimiza-
tion (PSO) based methods randomly select subsets [48]. The
main disadvantage of wrappers is their higher computational
cost and overfitting, which results in poor generalization for
unseen data [10]. Moreover, due to their inability to scale to
extremely high-dimensional data, wrappers are rarely used in
practice.

Embedded methods incorporate feature selection as part
of the training process and are considered more efficient.

These methods provide a trade-off between filters and wrap-
pers. Like wrappers they take into account interaction with
the learning algorithm and are more efficient as they do not
evaluate feature subsets iteratively. These methods iteratively
create new classifiers by discarding a small proportion of
features, until the smallest subset of features and highest
predictive performance is achieved. However, selected fea-
tures are classifier dependent and may not perform as well
on other algorithms. Regularization models [49], a type of
embedded approach, tend to fit a model by minimizing model
fitting error and forcing variable coefficients to be small.
Random forests [50] create multiple decision trees by draw-
ing random samples from the data set along with different
averaging techniques to improve accuracy. Recursive feature
elimination for SVM (RFE-SVM) [52], recursively train an
SVM classifier with current feature set and remove the least
important features as evaluated by the classifier.

Majority of the existing studies have focused on improving
individual methods, and have been proved to be effective on
feature selection for training and testing data [3]. However,
researchers suggest that there is no ‘‘one fit all’’ solution
and majority of the efforts are focused on finding an opti-
mal solution for a specific problem settings. Therefore, new
methods are constantly appearing using different approaches.
A small number of recent studies combined different fea-
ture selection techniques to improve results. In [54], fea-
tures selected using PCA, Genetic Algorithm and Decision
Trees are combined using union, intersection and multi-
intersection for stock prediction, without providing insight as
to why these particular methods are selected. In [3], Maxi-
mal Information Coefficient (MIC), Linear regression with
L1 regularization and Group Interaction Lasso were com-
bined for high-dimensional data, without taking into account
multicollinearity among the predictors or trade-off between
efficiency and accuracy. These studies prove, that combining
feature subsets identified by different methods improves the
overall quality of the selected features, and hence achieve
higher predictive performance. In this study, we expand on the
concept of multi-filter feature selection and develop a novel
framework that takes into account feature relevance, redun-
dancy and also provide a flexible mechanism for achieving a
balance between efficiency and accuracy.

III. RELATED CONCEPTS
First, we formally describe the feature selection process for a
given data set with a single response variable; followed by a
brief overview of the feature selection techniques used and
correlation-based clustering of variables. Consider a given
data set {xi, yi}, where xi is a d-dimensional vector and yi
is the associated class label. We denote the ith instance of the
data set by x i1, x

i
2, ...x

i
d , y

i, and consider we have n such i.i.d.
instances. The goal of feature selection is to find a subset of
features x′i , a d

′-dimensional vector of variables associated
with class label yi, where d ′ << d . For two variables {xj, xk}
in xi, xj is considered more important, if it explains more
variability in yi than xj.
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A. LOGISTIC REGRESSION-BASED FEATURE RANKING
L1-LR is a well known regression model used in data analysis
settings where the response variable is discrete. Recently,
it has received significant attention as a feature selection
method. In this study, we use the regression coefficients
computed by L1-LR as variable importance measure to eval-
uate predictive abilities of input features. L1-LR uses linear
combinations of predictors to learn class membership prob-
ability and construct an easily understandable linear model.
It selects a subset of predictors and measures their predictive
contribution in the model. The L1 penalty term is used to
shrink the estimates of regression coefficients to zero and set
some of them to zero. Therefore, it is considered a natural
candidate for feature selection settings, where many features
are considered irrelevant. Many studies have shown it to
be an effective feature selection tool [55], [56]. L1 logistic
regression is formulated as:

min(α,β)`=
1
n

n∑
i=1

log(1+exp(−yi(βT xi + αi)))+ λ
n∑
i=1

|βi|

(1)

where
∑n

i=1 |βi| denotes the L1 norm and λ > 0 is the
given regularization parameter. βT represents the regression
coefficients and serve as variable importance measure for
feature selection. L1-LR typically produces a sparse vector
β, which means that β has few nonzero values. When βj = 0,
the concerned logistic model will discard the jth item of the
input vector. Thus, sparse β can be considered as the selection
of relevant features.

B. SVM-BASED FEATURE RANKING
SVM classifier is a supervised learning algorithm which
classify samples by finding the maximum margin between
bounding planes of different classes. Margin maximization
is treated as an optimization problem which finds optimal
hyperplane or decision boundary. Although, it can handle
non-linear decision boundaries, this study is limited to linear
SVM. SVMuses a small subset of training set called ‘‘support
vectors’’ for training. Support vectors are training examples
which are the closest to the decision boundary, and are also
used to compute the weights w of the decision function.
Considering our data set {xi, yi}, the SVM-train algorithm
tend to minimize over αk using the given equation:

J =
1
2

∑
jk

yjykαjαk (xj · xk + λδjk )−
∑
k

αk

where
∑
k=1

αkyk = 0 and 0 ≤ αk ≤ C (2)

The summation run over all training samples xi, where xi ·xj
denotes scalar product, δij is the Kronecker delta (δij = 1 if
i = j, otherwise 0) and λ and C are soft margin parameters.
The resulting decision function of input vector x is given:

f (x) = w · x+ b

where w =
∑
k

αkykxk and b = yk − w · xk (3)

The weight matrix w of SVM classifier represents the
regression coefficients of input variables and are used for
feature ranking [38], [52], [53].

C. RANDOM FORESTS-BASED FEATURE RANKING
RF is an ensemble learning approach, which combines multi-
ple decision trees (ntree) and are commonly used for classifi-
cation and regression problems [57]. RF uses bagging to grow
trees, in which a training set is randomly drawn from sample
data without replacement. At each split a small subset of pre-
dictors (mtry) is randomly selected from the set of predictors,
to be considered as candidates to split the tree. Feature that
produces the best result is selected from the subset to split the
tree. CART methodology is used to grow trees to maximum
size without pruning. Observations which are left out during
the tree construction are called out-of-bag (OOB) samples,
and are used to estimate prediction error. Mode of classes and
mean prediction of individual trees is used for classification
and regression respectively. Although, RFs are considered
computationally intensive, but has drawn much attention due
to its non-parametric nature and its capacity to handle high-
dimensional data [58].

Random forests also provide useful internal estimates of
error, strength, correlation and variable importance accord-
ing to their predictive abilities. The two commonly used
importance measures are Gini and permutation importance
or ‘‘mean decrease in accuracy’’. Permutation importance is
considered to be more reliable and is calculated by change
in prediction error when any association between the target
variable and the concerned predictor is eliminated by permut-
ing the values of a predictor. Less important variables will
result in small or no change in prediction error, while more
important variables will result in a larger change. As given
in [59], variable importance is computed by comparing the
prediction error before and after permuting the values of a
variable.

VIi=
1

ntree

ntree∑
t=1

1
|OOBt |

∑
i∈OOBt

{E(yi 6= ŷ∗it )− E(yi 6= ŷit )} (4)

where E(.) denotes the error estimation function, OOBt
denotes the set of indices of observations which are out-of-
bag for tree t ∈ {1, . . . , ntree}, and ŷit and ŷ∗it denote the
predictions by the t-th tree before and after permuting the
values of variable Xj, respectively.

D. CORRELATION-BASED CLUSTERING
The above mentioned techniques rank features according
to their relevance to the output variable. However, they do
not consider the presence of redundant features. Therefore,
we construct clusters of variables having similar predictive
abilities to identify any redundant features in the data set.
We use affinity propagation [60], an exemplar-based cluster-
ing approach, which identifies data-points that best exemplify
the data. Unlike k-means clustering [22], affinity propagation
does not require the number of clusters to be prespecified,
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but takes a preference parameter p for each data-point and
simultaneously considers all features as potential exemplars.
Each data point is considered a node in a network, and real-
valued messages are recursively transmitted along the edges
of the network until a good set of exemplars and their corre-
sponding clusters emerge. Messages are updated on the basis
of simple formulas that search for minima of an appropriately
chosen energy function such as squared error. The preference
parameter could be the median of input similarities or its
multiple. A large value of p will result in more clusters,
while a small value will produce few clusters. The number of
clusters is influenced by the input preference and the message
passing procedure. This method also requires a function or
a collection of real-valued similarities as the criterion to
measure correlation between each pair of features.

We use both linear correlation coefficients and information
gain as similarity measures between variables to cluster them
into groups, as variables in real-world problems may have
different types of relationship. For a pair of random variables
(X ,Y ), linear correlation coefficient r is given as:

r =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
(5)

where x̄ is themean of x and ȳ is themean of y. The correlation
coefficient is measured on a scale that varies from −1 to +1.
A complete correlation is denoted by +1 or −1 and absence
of correlation by 0.

Linear correlation is only sensitive to linear relationship
between two variables, which may not be the case in some
real-world examples. Therefore, we also adopt information
gain to quantify non-linear relationship. In information the-
ory, the expected value of information gain about one random
variable in a pair (X ,Y ) is obtained by observing the other.
The calculation of information gain is based on information-
theoretic concept of entropy, which for a given variable X is
defined as:

H (X ) = −
n∑
i=1

P(xi)log2(P(xi)) (6)

and the entropy of X given Y is defined as:

H (X |Y ) = −
∑
i

∑
j

P(yj)P(xi|yj)log2(P(xi|yj)) (7)

where P(yj) are the probabilities of y and P(xi|yj) are the
probabilities of X given Y . With the definition of H (X ) and
H (X |Y ) information gain can be given as:

I (X |Y ) = H (X )− H (X |Y ) (8)

From the above equation, we conclude that information
gain is the amount by which the uncertainty or entropy
of X decreases, by obtaining additional information about
X by observing Y . Information gain is symmetric, thus
I (X |Y ) = I (Y |X ).

FIGURE 1. L1-LR, SVC and RF assigned [11,24,1], [22,21,2] and [28,23,24]
the highest importance respectively, while input features [10,28,21],
[18,9,12] and [12,9,17] are assigned the lowest importance.

IV. METHODOLOGY
As previously mentioned, the quality of input features can be
assessed by their relevance to the output variable and lack
of redundancy in the feature set. Therefore, we develop a
two-staged modular approach, which consists of a feature-
rankingmodule and a clusteringmodule. The rankingmodule
computes the relevance of features by identifying features
which can clearly discriminate between different classes,
whereas the clustering module produces clusters of features
having similar information to identify any redundant fea-
tures. Feature ranking is used as a principle criteria by many
feature selection methods, and is commended for its sim-
plicity, scalability, and good empirical results [42]. Different
feature-ranking methods evaluate variable importance differ-
ently based on their assumption about the regression function
linking the predicted variable and the predictors. Therefore,
to encompass multiple different assumptions about the under-
lying regression function, we select L1-LR, SVM and RF for
feature ranking.

Although, the selected feature-ranking approaches have
better performance and are considered to have small number
of hyperparameters, their selection is primarily based on hav-
ing disjoint assumptions about the regression function link-
ing the predicted variable with predictors [3]. For example
L1-LR assumes the regression function to be linear, while
RF considers variables which may statistically interact in
their effect on the target variable [3]. In case of L1-LR and
SVM, there is a partial overlapping about the assumption
as both assumes linearity. However, the resulting variable
importance is not similar. Fig. 1 shows Wisconsin Breast
Cancer (WBC) [62] data set ranked by the three component
methods of the proposed approach.

Before training L1-LR, SVM and RF, each data set is
split into train and test sets. Input features of each train set
are scaled to [0, 1], and the same scaling parameters are
applied to their corresponding test sets. For each data set,
the three filter methods are independently trained using the
training set, and a variable importance VIm ∈ Rd is computed
by FeatureRankingm, where the value |VIm,j| represents the
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relevance of jth feature to output variable y, computed by
filter method m.

After the features are ranked, it is important to establish a
criteria to drop features which are considered less important.
To filter out less important features, [63] used the largest gap
between consecutive ranked features, [64] dropped features
whose weights are two variances further than the mean. Fil-
tering out less important features is an important step and
have significant effect on the subsequent steps. Instead of
using variance in variable importance as a threshold, we use
a user given integer value e, as the number of lowest ranked
features being dropped from each of the three ranked lists.
This approach is simple and will ensure fairness by returning
the same number of features in each list. Elimination of
low-ranked features will produce slightly different sets for
each ranking method and will result in constructing different
clusters as well [34]. For extremely high-dimensional data
sets, we suggest normalization of VI and using variance or
its multiple as a threshold for filtering-out irrelevant features.

Algorithm 1 Multi-Filter Feature Selection Algorithm
Input: Input data S :={(x1, y1), . . . , (xn, yn)} where xi is a
1: d-dimensional vector

Output: Output data S ′ :={{(x1, y1), . . . , (xn, yn)} where xi
2: is a d ′-dimensional vector F where d ′ << d
3: procedure MFFS(S, e, p, c)
4: delegates← ∅
5: SF← ∅ F selected features
6: xtrain, ytrain, xtest, ytest ← preprocess(S)
7: VIlr ← FeatureRankinglr (xtrain, ytrain)
8: VIsvm← FeatureRankingsvm (xtrain, ytrain)
9: VIrf ← FeatureRankingrf (xtrain, ytrain)
10: for each VI ∈ [VIlr , VIsvm, VIrf ] do
11: xtrain← xtrain.drop(VI , e)
12: sm← Correlation(xtrain, c)
13: clusters← AffinityPropagation(sm, p)
14: delegates← get-delegates(VI , clusters)
15: for each item in delegates do
16: if item /∈ SF then
17: SF.append(item)
18: end if
19: end for
20: end for
21: xtrain′← xtrain[SF]
22: xtest ′← xtest[SF]
23: S ′← concatenate(xtrain′, xtest ′)
24: return S ′

25: end procedure

Feature ranking methods are mainly criticized for its poor
handling of redundant variables [18], [19]. Therefore, after
ranking input features and subsequent elimination of low-

e: number of low-ranked features dropped.
p: preference parameter of affinity propagation.
sm is the similarity matrix computed using correlation type c.

TABLE 1. Summary of data sets.

ranked features, the remaining features are divided into
groups based on their correlation among themselves, so that
features with similar characteristics are grouped together.
For this purpose, we first compute a similarity matrix sm
based on correlation type c. The similarity matrix sm and
preference parameter p are used as inputs to affinity propa-
gation for clustering variables. The highest ranked feature is
then selected from each cluster as a delegate, and the three
sets of delegates are combined together using union opera-
tion. Thus, the selected features are not strongly correlated
with each other, while have high predictive ability as com-
pared to its peers in the same cluster. Together, the elimination
parameter e and preference p provide a flexible mechanism
to achieve a trade-off between efficiency and accuracy by
controlling the number of features dropped and clusters pro-
duced. Algorithm 1. presents a step-by-step functioning of the
proposed approach.

V. SIMULATIONS AND RESULTS
In this study, we use five data sets namely Ionosphere,
Wisconsin Breast Cancer (WBC), Sonar, Wine, and Vowels,
downloaded fromUCImachine learning database [62]. These
data sets have been predominantly used in machine learning
studies and cover a variety of different real-world problems.
Prior to feature ranking the data sets were split into training
and testing sets using the ratio given by the contributors of
the data sets and then scaled to [0, 1]. In case of WBC, where
no ratio is given 80% of the samples are used for training
and 20% for testing. Table 1. provides the total number of
instances, number of features and number of classes for each
data set.

As per our proposed approach, input features are first
ranked using the three selected filter methods. The value
of parameter ntree for RF and C for L1-LR and SVC are
tuned using k-fold cross-validation, where k = 10. In order
to include negatively correlated features, we consider their
absolute values. Although, the value of e can range from 0 to
d − 1, but in practice eliminating up to 5% of the lowest
features can achieve optimal results, as more features are
dropped in the clustering step.

The remaining features are clustered into groups based
on their correlation using affinity propagation. In clustering
module the preference parameter p is the median of correla-
tion coefficients for each variable and influence the number
of clusters produced. Variables with large value of p are more
likely to be selected as exemplars, while variables with small
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FIGURE 2. L1-LR, SVC and RF ranked [27,1,16], [1,27,9] and [27,5,3] the
most important input features and ranked [2,10,14], [2,7,14] and [2,1,30]
the least important.

FIGURE 3. L1-LR, SVC and RF ranked [50,49,4], [49,16,2] and [49,11,4] the
most important input features and ranked [56,47,23], [19,3,52] and
[56,33,59] the least important.

p are less likely. Values of parameter p and e provides a
flexible mechanism for increasing or decreasing the number
of features to be selected. Unlike SFS, SFFS or PCA, it does
not need to be given the exact number of features to be
selected, while providing flexibility to increase or decrease
the number of features to be selected. Based on the variable
importance vector VI , the highest ranked feature is selected
from each cluster as a delegate and included in the final
feature set.

A. RESULTS
Results of the proposed approach over the five selected data
sets are presented. The results confirm our hypothesis, that
combining features selected by methods relying on disjoint
assumptions about the regression function linking the input
variables and the class label produces a more reliable fea-
ture set and improves prediction accuracy. In this section,
correlation-based linear correlation-based Multi-Filter Fea-
ture Selection is denoted by MFFS-lr and information gain-
based Multi-Filter Feature Selection is denoted by MFFS-IG,
Similarly, the three feature rankingmethods with correspond-
ing similarity measure are also abbreviated.

FIGURE 4. L1-LR, SVC and RF ranked [13,3,7], [13,12,10] and [13,1,10] the
most important input features and ranked [5,6,9], [5,8,6] and [8,3,2] the
least important.

FIGURE 5. L1-LR, SVC and RF ranked [1,2,5], [1,2,5] and [1,2,5] the most
important input features and ranked [9,10,4], [10,7,9] and [10,7,9] the least
important.

Variable importance for Ionosphere, Sonar, Wine and
Vowel data sets are presented in Fig. 2, Fig. 3, Fig. 4,
and Fig. 5 respectively. The difference in variable impor-
tance as computed by each method can be clearly observed.
The difference is more evident in high-dimensional data sets
as compared to low-dimensional sets. The lowest ranked fea-
tures are filtered-out and the remaining features are clustered
into groups.

Finally, the highest ranked feature from each cluster is
selected and added to the final feature set. Table 2. provides
selected features for each of the five data sets along with
the parameters used to obtain them. e, p′ and d′ is the num-
ber of low-ranked features dropped, multiplier of preference
parameter for constructing clusters and the reduced number
of features respectively. Parameters e and p′ are user provided
parameters and are used to control the number of features
selected.

In order to demonstrate the effectiveness of our pro-
posed approach, we perform comparative analysis with each
of the three component methods and other feature selec-
tion techniques such as Information Gain, ReliefF [12],
SVM-GA [65], PSO-SVM [66], SFS, SFFS [68], PCA and
CoV/VSURF [39]. Although, it is impractical to compare
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TABLE 2. Selected features.

TABLE 3. Prediction accuracy.

FIGURE 6. MFFS-lr : Precision 97.7, Recall 97.7 and F1 Score 97.7.

with every existing techniques, we have selected some of the
commonly used techniques.

Classification accuracy, precision, recall and F1 score are
used as evaluation metrics [70]. From Table 3., the results
demonstrate that MFFS-lr has achieved the best results for
Ionosphere, WBC, Sonar and Wine data sets. MFFS-IG has
achieved highest accuracy for Wine and Vowels data set and

FIGURE 7. MFFS-lr : Precision 100, Recall 100 and F1 Score 100.

is the second best for WBC with 0.9% decrease in accu-
racy. Information gain based feature selection has performed
well for Wine and Vowels, while having the second best
performance for Ionosphere and WBC, slightly lower than
MFFS-IG. Feature selection methods, which randomly select
feature subsets such as GA and PSO-SVM achieved the
lowest accuracy as compared to other techniques. Overall,

VOLUME 7, 2019 151489



A. U. Haq et al.: Combining Multiple Feature-Ranking Techniques and Clustering of Variables for Feature Selection

FIGURE 8. MFFS-lr : Precision 91.8, Recall 92.8 and F1 Score 92.1.

FIGURE 9. MFFS-lr : Precision 100, Recall 100 and F1 Score 100.

FIGURE 10. MFFS-lr : Precision 64.6, Recall 62.3 and F1 Score 62.0.

correlation-based feature selection approaches have per-
formed better than other methods. Although, CoV/VSURF
has selected the lowest number of features, but it does not
provide flexible mechanism for controlling the number of
features to be selected, which results in lower prediction
accuracy. MFFS-lr not only proved to outperform other
approaches in terms of classification accuracy, but also per-
formed consistently well for majority of the data sets. Pre-
cision, recall and F1 score for the five data sets are given

in Fig. 6, Fig. 7, Fig. 8, Fig. 9 and Fig. 10. These evaluation
measures also demonstrate better predictive performance of
MFFS-lr and MFFS-IG as compared to other feature selec-
tion techniques evaluated.

VI. CONCLUSION
In this paper, we present multi-filter feature selection
approach (MFFS), which combines multiple feature-ranking
techniques with clustering of variables to select an optimal
features set. Three different filter methods are used for com-
puting variable importance as filter methods are computation-
ally less intensive and are independent of the classification
model. Different feature ranking methods rank features dif-
ferently as each method has different assumption about the
underlying regression function linking input variables with
the output. Therefore, combining multiple heterogeneous
methods for feature ranking exploits different assumptions
about the underlying relationship between input variables
and class label. Those features which are ranked lower than
the given threshold are filtered-out. The remaining features
are grouped into clusters using an exemplar-based clustering
algorithm called affinity propagation. Affinity propagation
requires a similarity measure between variables and a pref-
erence parameter to group features into clusters. We use
both linear correlation coefficients and information gain as
similarity measures between input features. The number of
clusters can be controlled using the preference parameter
and the number of features dropped, which eventually effect
the number of features to be selected. The highest ranked
variable is selected from each cluster and included in the
final subset. Experimental results confirm that the proposed
approach selects features, which are more informative and
diverse resulting in improved accuracy of the prediction
model. Elimination of less important features is an important
step and in some cases highly effect the prediction accuracy.
Therefore, threshold criteria need to be further studied. The
union operation also results in larger subset and need further
consideration. Overall, the study validates the hypothesis that
combining features selected using different feature selection
methods results in an efficient subset and improves predictive
performance of the learning model.
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