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ABSTRACT Pervasive intelligent learning environments can be made more personalized by adapting
the teaching strategies according to the students’ emotional and behavioral engagements. The students’
engagement analysis helps to foster those emotions and behavioral patterns that are beneficial to learning,
thus improving the effectiveness of the teaching-learning process. Unobtrusive student engagement analysis
is performed using the students’ non-verbal cues such as facial expressions, hand gestures, and body postures.
Though there exist several techniques for classifying the engagement of a single student present in a single
image frame, there are limited works on the students’ engagement analysis in a classroom environment.
In this paper, we propose a convolutional neural network architecture for unobtrusive students’ engagement
analysis using non-verbal cues. The proposed architecture is trained and tested on faces, hand gestures and
body postures in the wild of more than 350 students present in a classroom environment, with each test
image containing multiple students in a single image frame. The data annotation is performed using the gold
standard study, and the annotators reliably agree with Cohen’s κ = 0.43. We obtained 71% accuracy for
the students’ engagement level classification. Further, a pre-test/post-test analysis was performed, and it was
observed that there is a positive correlation between the students’ engagement and their test performance.

INDEX TERMS Affective computing, affect sensing and analysis, behavioral patterns, classroom data in
the wild, multimodal analysis, student engagement.

I. INTRODUCTION
Students’ engagement is closely associated with their con-
ceptual understanding, and it is broadly classified into four
major categories, namely: emotional, behavioral, cognitive,
and agentic engagements [1], [2]. Emotional engagement is
defined as the students’ emotional reactions to academic sub-
ject areas. Learning-centered and academic emotions are few
popular categories used to measure emotional engagement.
The students’ motivation to participate through their actions
in learning is referred to as behavioral engagement. Behav-
ioral aspects of attention such as making eye contact, and
leaning forward during a discussion; self-directed academic
behavior such as exhibiting resiliency in the face of obsta-
cles and so on, are used to measure the behavioral engage-
ment. A widely used definition of cognitive engagement is a
psychological investment where a student becomes psycho-
logically invested when she or he expands cognitive effort
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to understand, goes beyond the requirement of the activ-
ity, uses flexible problem solving, and chooses challenging
tasks. The dimensions of cognitive engagement overlap with
dimensions of both behavioral engagement and emotional
engagement. Agentic engagement is the fourth dimension of
engagement, where students are proactive during instructions
[1], [3]–[6]. The students’ engagement is analyzed in various
ways through self-reports, survey-based methods like NSSE
(National Survey of Student Engagement), teacher introspec-
tive evaluations, checklists, speech/voice recognition tech-
niques, physiological sensors such as pulse rate, pressure
sensors, learning environment’s video content analysis, and
others [7]–[14].

Learning environments are classified as synchronous and
asynchronous based on students’ engagement and medium of
learning. There are limited works on the students’ engage-
ment analysis performed in a synchronous learning environ-
ment like the classroom. The survey-based methods and the
use of physiological sensors for each student present in a
large classroom are both time-consuming and obtrusive [7].
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Speech/voice recognition for students’ engagement analysis
in a large classroom is not feasible as each student may not
get the opportunity to interact with the teacher all the time [2].
In a synchronized learning environment, the unobtrusive stu-
dents’ engagement can be effectively recognized using non-
verbal cues such as facial expressions, hand gestures and
body postures captured from the video image frames of the
classroom data [5], [15]–[17].

Image frame based analysis deals with issues such as
occlusion, background clutter, pose, illumination, cultural &
regional background, intra-class variations, cropped images,
multipoint view, and deformations. To address these issues,
various techniques such as multiangle optimal pattern [18],
video summarization [19], density estimation, and detection
with scale-aware, context-aware, or multitask frameworks
[20] were proposed. A multimodal analysis is another chal-
lenge, and various techniques such as Convolutional Neural
Networks (CNN), Deep-CNN, Long Short-Term Memory
(LSTM), and temporal CNNs were used for its analysis
[21]–[23]. But these techniques were not explored in learning
environments.

The existing literature focuses on the students’ affective
content analysis for predicting their emotional engagement
(boredom, confusion, flow/engagement, and so on) [4], [41].
Whereas a few other works mainly considered behavioral
engagement (looking away from the computer, eyes com-
pletely closed, etc.) from the students’ video content [5],
to aid the prediction. Though these works were performed
in both e-learning and classroom environments, the students’
engagement analysis was performed on a single person in
a single image frame. However, in the real classroom sce-
nario, there are multiple students in a single image frame,
and the classroom data contain students’ faces in the wild.
Further, there exists no single robust technique to predict
the students’ engagement in the classroom environment, and
also, there are no standard datasets available for the same.
This motivates us to address the following issues: (a) Can
we recognize the emotional/behavioral engagement of each
student? (b) Which type of engagement analysis can be per-
formed with better accuracy? (c) Can we recognize every
student present in the single frame with localization to predict
the engagement patterns in the wild? (d) Does multimodal1

analysis perform better? (e) Can we predict a single group
engagement level value for each frame? (f) If the unobtrusive
technique becomes robust, can this be replaced or substituted
for the popular/state-ot-the-art students’ engagement analysis
methods? Hence, we propose a novel method with a core
idea of analyzing the students’ engagement unobtrusively
for multiperson in a single image frame in the classroom
environment.

The key contributions of this paper are as follows:

1The word ’Multimodal’ used in the proposed methodology refers to
intra-image multimodality where the features of the facial expressions, hand
gestures, and body postures of each student present within that image frame
are considered.

• Proposed a novel scale-invariant context-assisted sin-
gle shot CNN architecture for the students’ behavioral
engagement analysis of multiple students in a single
image frame in the classroom environment using their
facial expressions, hand gestures, and body postures.

• Created a database for the students’ behavioral engage-
ment with annotated image frames of more than 350 stu-
dents’ and four different engagement levels.

• Compared the students’ engagement level score with
their test performance for any possible correlations.

The rest of the paper is organized as follows: Section 2 high-
lights the existing literature. Section 3 describes the data
annotation and the complete framework of students’ engage-
ment analysis. Section 4 discusses the results and analysis.
Finally, Section 5 concludes the paper with future directions.

II. RELATED WORKS
A. STATE-OF-THE-ART RECOGNITION AND LOCALIZATION
TECHNIQUES
There are several state-of-the-art multimodal, multiperson
detection, classification, and localization techniques. Feature
pyramid networks are popular in recognizing the high-level
feature semanticmaps at all scales [42]. But these arememory
intensive, and to address this issue, scale-invariant single
shot detectors were used [43]. These techniques failed to
recognize small faces or objects. Tang et al. [44] proposed
PyramidBox which uses low-level feature pyramids as well
as context-sensitive prediction modules to recognize small
objects present in the image. But all these techniques are
neither used for recognition of students’ multimodality (face,
hand gesture, and body posture) nor localization of students’
faces in the wild.

B. STUDENTS’ ENGAGEMENT ANALYSIS
There are a limited number of systems that explore mul-
timodal students’ engagement in the learning environ-
ment. Existing intelligent tutoring systems, auto-tutor, and
humanoid robots use the students’ engagement analysis based
on their facial expressions and other body parts related
to behavioral aspects. In the existing literature, non-verbal
cues are used to classify either emotional or behavioral
engagement.

1) EMOTIONAL ENGAGEMENT
Learning-centered emotions like anger, boredom, confusion,
contempt, curiosity, disgust, eureka, and frustrationwere used
to analyze the students’ engagement in the Emote-aloud study
[45]. Constructive and destructive learning emotions such as
happiness, confusion, frustration, and hopelessness were con-
sidered for the students’ engagement analysis in humanoid
robot tutors [46]. Bosch et al. [3] considered the facial expres-
sions and aggregate body movements of 137 subjects and
thus classified them into different affective states, namely:
boredom, confusion, delight, engagement, frustration, and
off-task behavior. They used CERT (Computer Expression
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Recognition Toolbox) computer vision software to classify
the obtained FACET features using WEKA (Waikato Envi-
ronment for Knowledge Analysis) tool with 14 different clas-
sifiers and obtained an overall AUC (area under the curve)
of 0.708.

2) BEHAVIORAL ENGAGEMENT
Whitehill et al. [5] captured the student’s facial expressions
and body postures using iPad’s web camera and classified
students’ engagement into four different engagement levels
(using their behavioral patterns). They considered 34 sub-
jects and obtained the AUC of 0.729 using Gabor features.
Zaletelj et al. [15] used a Kinect sensor for classifying the
students’ attention using facial expression, eye gaze, and
body posture. They considered writing, yawning, supporting
head, leaning back, and person’s gaze to classify the students’
attention into high-level, mid-level, and low-level attentions.
The authors considered 18 subjects and used the classifiers
such as decision trees and k-nearest neighbors to obtain an
accuracy of 0.753. Kahu et al. [8] analyzed the students’
engagement using their facial expressions, body movement,
and gaze patterns; and classified the student engagement into
engaging and non-engaging parts. They considered multiple
deep instance learning based frameworks to obtain an average
mean square error (MSE) of 0.10 on 78 subjects of the e-
learning environment.

3) STUDENTS’ MULTIMODAL ENGAGEMENT ANALYSIS
A few techniques used hand gestures and body postures along
with the head movement for the analysis of the students’
engagement. Emotion intensity models were applied on the
obtained web frames (used webcams or Kinect to obtain the
image frames), and tools like WEKA were used to obtain
the classification results [11], [47], [48]. But all these were
performed on a single person in a single image frame.

4) STUDENTS’ ENGAGEMENT ANALYSIS IN CLASSROOMS
Existing works used a Kinect device to capture multiple
students present in a classroom. k-nearest neighbor, decision
trees, support vector machines, haar cascades, and CNNs
(AlexNet) were used to classify the students’ behavioral pat-
terns [15], [29], [31], [49]. The capturing range of Kinect
was lowwhen applied to large classrooms, and the techniques
used were not robust enough to classify the students’ expres-
sions in the wild.

5) DATASETS RELATED TO THE STUDENTS’ ENGAGEMENT
ANALYSIS
A few datasets were created with the students’ faces in the
wild. Indian spontaneous dataset contains the students’ faces,
which were classified into four basic emotions [50]. The
students’ faces in the wild were classified into four different
engagement levels while using the MOOCs (Massive Open
Online Courses) video materials [51]. But these databases
contain a single person in a single image frame. There
exists no standard database which contains multiperson or

multimodal students’ engagement data with group level
engagement annotations.

C. BRIEF SUMMARY AND MAJOR GAPS OF THE EXISTING
LITERATURE
Table 1 summarizes the key existing works on the students’
engagement analysis in different learning environments. It is
observed that the existing works are extensively explored for
students’ emotional engagement analysis using their facial
expressions. Multimodality in emotion recognition, such as
the use of postures and gestures along with the facial expres-
sions, are considered in existing studies which are confined
only to the e-learning environment. Also, the use of deep
learning techniques for the students’ engagement analysis
is limited, and this reduces the robustness of the method to
recognize scale-variant faces within the image. The existing
works which use deep learning techniques are not explored
much for multiple students in a single image frame. There are
works on analyzing the students’ engagement in classrooms
where multiple students in a single image are considered, but
these works use Kinect sensor as a capturing device which
limits its data capturing capacity to a certain range and hence
cannot be used for large classrooms. All these works did
not analyze the group engagement level of students within
the classroom. Even if the group engagement analysis is
performed, it is done by using text data for analysis [25].
To summarize, the following are themajor gaps in the existing
literature:

• The existing literature did not consider the data from
large classrooms.

• Though there is multimodal emotion recognition for a
single student in a single image frame (e-learning envi-
ronment) in the existing studies, it is not explored for
multiple students in a single image frame (classroom
environment).

• There exist no works on image/video frame based group
engagement analysis or group level score prediction
using multiple students in a single image frame. The
existing group level score prediction algorithms use text
data to analyze group level engagement predictions.

• Most of the existing works predict only the students’
emotional engagement using Ekman’s basic, learning-
centered, or academic emotions. Behavioral engagement
of the students is studied in e-learning and game-based
learning environments, but not explored in the classroom
environment.

Hence, in this paper, we propose a novel deep learning archi-
tecture for the students’ behavioral engagement analysis in
the classroom environment using their facial expressions,
hand gestures, and body postures.

III. PROPOSED METHODOLOGY
Fig. 1 shows the complete flow of the proposed methodol-
ogy for the students’ behavioral engagement analysis, which
includes the created dataset and the proposed engagement
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TABLE 1. Summary of key existing works on students’ engagement in learning environments.

150696 VOLUME 7, 2019



T. S. Ashwin, R. M. R. Guddeti: Unobtrusive Behavioral Analysis of Students in Classroom Environment Using Non-Verbal Cues

FIGURE 1. The complete flow of the proposed methodology for students’ behavioral engagement analysis.

level classification method. The details are discussed in the
following subsections.

A. STUDENTS’ ENGAGEMENT CLASSIFICATION
Predicting the students’ engagement is a very difficult task
as there are challenges with both its conceptualization and
measurement. Behavioral, emotional, cognitive, and agentic
engagements are the four different types of engagement [1].
Most popular works on student’s engagement involve behav-
ioral and emotional (learning-centered emotions) engage-
ments with some cognitive aspects involved in it [5], [45].
But these works contain a single person in a single image
frame. Further, there exists no robust method which suits
for a large classroom environment where all students are not
clearly visible even after using high definition cameras. So,
analyzing emotions using only the facial expressions in such
a scenario is difficult. Hence, we tried to explore behavioral
engagement (face, hand gestures, and body postures) involv-
ing some cognitive aspects.

The students’ engagement is classified into four major
engagement levels (ELs), as given in [5]. The guidelines
designed for engagement levels classification shown in [5] are
modified by adding the features of the facial expression, hand
gesture, and body posture for multiple students in a single
image frame, but the ELs’ definitions remain the same.

• EL 1: Not engaged at all - e.g., looking away from the
tutor or board and obviously not thinking about the task,
eyes completely closed, etc.

• EL 2: Nominally engaged - e.g., eyes barely open, fully
bent on the desk or the chair, no expression on the face,
boredom, clearly not ‘‘into’’ the task.

• EL 3: Engaged in the task - a student requires no admoni-
tion to ‘‘stay on the task’’. Looking at the teacher/board,
taking notes, listening, and discussions with the teacher,
etc.

• EL 4: Very engaged - a student could be ‘‘commended’’
for his/her level of engagement in the task.

• X: The clip/frame was very unclear, or contains no
person at all.

B. PARTICIPANTS AND ENGAGEMENT LEVEL
ANNOTATION
1) SUBJECTS
The entire proposed architecture is trained and tested
on more than 350 graduate and undergraduate students
of National Institute of Technology Karnataka (NITK),
Surathkal, Mangalore, India. These spontaneous expressions
and body postures of students are collected for more than
10 hours from the classroom environment. All the classroom
data has multiple students in a single frame, but the number
of people in each frame may vary depending on the subjects
of discussion and the class strength.

The students present in this created database belong to the
age group of 20 to 26 years. These students are undergraduate,
postgraduate, and doctoral research students from India with
different cultural and regional backgrounds.
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FIGURE 2. Sample annotation of bounding boxes.

2) CAMERA SETUP
Cameras were placed above the board, as shown in Fig. 1.
If there were less than 40 students, then only one camera was
used, or else more than one camera was used. A maximum
of three cameras was used in this study to cover 105 students.
To check the robustness of the proposed method, we also took
the video samples from different camera angles using Sony
HDR - TD10 Handycam, Sony HDR - PJ600VE Handycam,
and NIKON D-3300 DSLR cameras, and also considered
the data obtained from CCTV (Closed-Circuit Television)
cameras present in the seminar halls.

3) ANNOTATION
Manual annotation, verification, and validation is performed
using the Gold standard study (as per the standardsmentioned
in [45]) where participants, novice judges (students anno-
tating other students) and expert judges (faculty members)
are the three Gold standards used for annotation. A list of
all the four engagement levels along with the definitions
are provided to them. Though all the image frames are not
annotated by all the labelers, we ensure that each image
frame is annotated by multiple labelers. The labelers are
instructed to label images for which engagement level the
student appears to be and not try to infer what really is going
on in their mind.We used a standard labeling approach, where
static images are viewed, and a single number is assigned
to rate each image (1 to 4 corresponding to 4 engagement
levels as mentioned in Section III-A) [5]. This method has
the consequence if a student blinks an eye, then that par-
ticular image frame is labeled as engagement level 2. But,
we observed that these momentary engagement levels did not
have a significant impact when we calculated the average
across all image frames over a course period. Also, these
static images are not in the streaming order to reduce the
labeler’s influence of the previous image frames in estimating
the students’ engagement levels. Further, we analyzed the
reliability among the labelers and found that they reliably
agree with Cohen’s κ = 0.43.

Annotation of Bounding Box (BBox): The labelers also put
the bounding boxes for each student present in the image.
One bounding box for a student’s face, hand gesture, and
body posture will lead to more misclassifications as the back-
ground content will also have additional information (the
deep learning method considers this as features) which are
not required for the current EL class [52] (Fig. 2a, where the
bounding box contains another student’s sleepy face, which
alters the actual features of EL3). To perform the optimal
bounding box computations, we used one bounding box for
the face, and one bounding box for both the hand gesture and
the body posture (if both the hand gesture and body posture
bounding boxes have an intersection of more than 70%) as
shown in Fig. 2b. Otherwise, each student will have three
different bounding boxes (Fig. 2c).

The annotated image with the class label and object local-
ization is stored in the JSON file. Each recognized student
will have an engagement level class label and corresponding
bounding box coordinates (three sets of coordinates w.r.t.
face, hand gesture, and body posture). If any of the coordi-
nates are not recognized/required, then those are filled with
null values. A few students were sitting in the last benches
where only their face was visible, in those cases, only face
bounding box coordinates are stored, and remaining are filled
with null values. To classify a given student in any engage-
ment class, the face is must (even if the students were far
from the camera and expressions were not clear, these were
also considered). We did not classify the image into any class
if only the hand gesture and the body posture of the student
was present in that image frame.

C. PROPOSED SCALE-INVARIANT CONTEXT-ASSISTED
SINGLE SHOT CONVOLUTIONAL NEURAL NETWORK
The proposed architecture for the students’ engagement anal-
ysis in the classroom environment is based on the anchor-
based detection framework [43], [44]. Though the existing
state-of-the-art techniques like SSD (Single Shot Multi-
Box Detector) [53] provide better performance for object
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FIGURE 3. The proposed classification architecture for students’ behavioral engagement analysis.

classification and localization, the performance of SSD drops
for the smaller faces. Hence, to make the proposed architec-
turemore robust for the classroom environment, we conglom-
erated low-level feature pyramid layers, context-sensitive
predict layers and pyramid boxes with the anchor-based
framework for both the students’ bounding box detection and
EL classification as shown in Fig. 3.

The proposed framework is a scale-equitable anchor based
framework. It consists of Inception-ResNet-V2 architecture
till filter concat_3 [54] as the base convolutional layer. Then
extra convolutional layers which decrease in size are pro-
gressively added, resulting in the multiscale feature maps.
All high-level features are not helpful for detecting small,
blurred, and occluded faces. Hence, we used the Low-Level
Feature Pyramid Layers (LFPL). It starts with a top-down
structure from a middle layer with their receptive field close
to half of the input size. The structure of each layer is the same
as that of [44], and L2 normalization is used to rescale these
layers.

LFPLs are followed by context-sensitive predict module
(CPM) [44]. CPM uses pyramid anchors (PA) which contain
contextual information regarding the face, hand gesture, and
body posture. The target students’ face, hand gesture or body
posture is localized at rt (r = region, t = target) at original
image, the k th pyramid anchor is defined as shown in Eq. 1.

lk (ai,j) =

{
1, if IOU (ai,j · si/spak , rt ) > t
0, otherwise

(1)

where, ai,j means the jth anchor at the ith feature map with
stride si. for k = 0, 1, .. K, respectively, where spa is the
stride of pyramid anchors. ai,j · si denotes the corresponding
region in the original image of ai,j, and ai,j ·si/spak represents
the corresponding down-sampled region by stride spak . The
other anchor-based detector values are exactly the same for
the threshold t . The hyperparameter is set as spa = 2 since the
stride of the adjacent prediction modules is 2. Furthermore,
the threshold was set to 0.35 and K to 2. Then l0, l1, and
l2 are labels of the face, hand gesture, and body posture,
respectively. Here, we have three targets, namely: the face,

the hand gesture, and the body posture associated with the
face (occluded, background clutter, and other similar cases)
in three continuous predictions.

Pyramid anchors perform both the classification and
regression simultaneously. The loss function used here is
PyramidBox Loss, as shown in Eq. 2.

L({pk,i}, {tk,1}) =
∑
k

λkLk ({pk,i}, {tk,i}) (2)

where the k th pyramid-anchor loss is given by Eq. 3.

Lk ({pk,i}, {tk,1}) =
λ

Nk,cls

∑
ik

Lk,cls(pk,i, p∗k,i)

+
1

Nk,reg

∑
ik

p∗k,iLk,reg(tk,i, t
∗
k,i) (3)

Here, k is the index of pyramid-anchors (k = 0, 1, and
2 represents for face, hand gesture, and body posture, respec-
tively), and i is the index of an anchor and pk,i is the predicted
probability of anchor i being the k th object (face, hand ges-
ture or body posture). The ground-truth label is defined by
Eq. 4.

p∗k,i =


1, if the anchor down_sampled by stride

s∗pa is positive
0, otherwise

(4)

tk,i is a vector representing the four parameterized coordi-
nates of the predicted bounding box, and t∗k,i is that of ground-
truth box associated with a positive anchor, defined by Eq. 5.
Most of the images will have only two bounding boxes per
student as the hand gestures will be in line with the body
postures, as shown in Fig. 5. In a few other cases, if the hand
gestures are separated from the body postures like raining of
hands, three bounding boxes will be used, as shown in Fig. 2c.

t∗k,i = (t∗x +
1− skpa

2
t∗wsw,k +1x,k , t∗y +

1− skpa
2

t∗h sh,k

+1y,k , skpat
∗
wsw,k − 21x,k , skpat

∗
h sh,k − 21y,k ) (5)
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FIGURE 4. Comparison with various EL classification architectures.

FIGURE 5. Sample image snapshot of the students’ boundary box plot.

where, 1x,k and 1y,k denote offset of shifts, sw,k and sh, k
are scale factors with respect to (w.r.t.) width and height
respectively. In our experiments, we set 1x,k = 1y,k = 0;
sw,k = sh, k = 1 for k < 2 and 1x,2 = 0; 1y,k = t∗h ;
sw,2 = 7/8; sh,2 = 1 for k = 2. The classification loss Lk,cls
is softmax loss, and the regression loss Lk,reg is the smooth
L1 loss [13]. The regression loss is activated only for positive
anchors and disabled for others as indicated by the term
p∗k,iLk,reg. The balancing weights λ, and λk for k = 0, 1, 2
and the two terms are normalized using Nk,cls, Nk,reg.

1) GROUP ENGAGEMENT LEVEL CLASSIFICATION
The classroom image frame data contains multiple students
with different engagement levels in a single image frame.
Hence, we used feature fusion to calculate the same. The
multimodal feature fusion vector Vf for any pixel pi and
normalized prediction vector NPi use normalized predicted
probability distribution NPi,a of class a using the softmax
function (Eq. 6).

NPi,a =
eW

T
a Vf∑

i∈classes e
W T
i Vf

(6)

where, W is the temporary weight matrix used to learn the
features. The training generally converges in T = 4000
epochs. The final collective average engagement level score

ASi is given by Eq. 7.

ASi = arg max NPi,a where a ∈ classes (7)

After obtaining the students’ engagement level classifica-
tion results for each frame, we calculated the average engage-
ment level value for each minute, and the variation in the
students’ engagement level for every minute is stored.

IV. RESULTS, ANALYSIS AND DISCUSSION
A. STUDENT’S ENGAGEMENT LEVEL CLASSIFICATION
1) DATA SELECTION FOR TRAINING
4560 multiperson in a single frame annotated images were
obtained from the labelers. If the minimum and the maxi-
mum labels given by the labelers differ by more than one,
then these images were discarded. Even if one labeler has
marked that the face/faces are unclear, then these images were
also discarded. After discarding these images, we finally got
4423 image frames for the training purpose.

Cohen’s κ is computed to compare the accuracy of deep
learning classification technique with human annotations [5].
We obtained an average κ value, which varies between
0.36 and 0.78 for the classroom environment where multiple
students are present in a single image frame.

2) DATA AUGMENTATION
From the previous step, we obtained 4423 image frames,
which contains 23%, 33%, 30%, and 14% for EL 1, EL 2, El
3, and EL 4, respectively. These images contain small, burred,
occluded students (faces or postures). To make the pro-
posed architecture more robust, data augmentation is used to
increase the size of training data. Data anchor sampling [44]
is used to increase the diversity of face samples by increasing
the proportion of small faces to larger ones and vice versa.
Below given are a few other data augmentation techniques
which we performed on our datasets. After augmentation,
we obtained a minimum of 20000 instances of each EL class
label, as shown in Table 3.

• channel_shift_range: Random channel shifts of the
image.

• zca_whitening: Applies ZCA whitening to the image.
• rotation_range: Random rotation of the image with a
degree range.

• width_shift_range: Random horizontal shifts of the
image with a fraction of total width.

• height_shift_range: Random vertical shifts of the image
with a fraction of total height.

• shear_range: Shear intensity of the image where the
shear angle is in the counter-clockwise direction as
radian.

• zoom_range: Random zoom of the image where the
lower value is 1-room_range and upper value is
1+zoom_range.

• fill_mode: If any of constant, nearest, reflect or wrap are
filled according to the given mode, if any points outside
the boundaries of the input.
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TABLE 2. Types of data augmentation used.

TABLE 3. EL class label instances used for training.

• horizontal_flip: Randomly flip the inputs horizontally.
Table 2 shows the details of different data augmentations
performed on our dataset.

3) ANALYSIS OF PROPOSED ARCHITECTURE
Fig. 4 shows the comparison of the proposed architecture
for the students’ EL classification with other state-of-the-
art architectures such as Inception-V3, Hyperface, S3FD
(Single Shot Scale-invariant Face Detector), MCCN (Mul-
titask Cascaded Convolutional Networks) [43], [54]–[56].
It is observed that the proposed architecture obtained a better
accuracy of 71% as it is able to detect most of the scale-
variant faces, hand gestures, and body postures. The major
contributor for this better accuracy is context sensitive predict
layers, where the other methods missed some of the features
of face and hand gesture of the students who were sitting in
the last benches.

Since the created dataset is collected from the classrooms,
it contains an unequal proportion of engagement level class
labels. Hence, we performed the MCC (Matthews correlation
coefficient) and obtained a value of +0.638. The AUC value
is 0.701. Further, we obtained a mAP (mean Average Preci-
sion) of 0.735, 0.741 and 0.755 for IOUs (Intersection over
Union) >= 0.9, 0.8 and 0.7, respectively. A sample snap-
shot of engagement level classified data using the proposed
method is shown in Fig. 5.
Fig. 6 shows the results of existing method [3]. It is evident

from Fig. 6 that all the students present in the classroom are
not detected and hence, the proposed method outperforms the
existing method.

We used student-independent (the students present in the
training set are not present in the test data) 10-fold cross-
validation for the entire dataset [3]. We also performed cross-
day, cross-gender and cross-period generalization for student
independent 10-fold cross-validation and obtained +1.89%,
−1.33% and +2.4% increase from the overall accuracy

FIGURE 6. Sample snapshot of the students’ boundary box plot using [3].

FIGURE 7. Accuracy curve w.r.t epochs for training the proposed model.

(Fig. 4). For all the three generalizations, we used 67% stu-
dent independent random data for training [3] and the remain-
ing data for testing. The data was run for over 150 iterations
to obtain these results.

We obtained an mAP of 73.22% using the proposed
method on the test set, whereas the standard SSD and S3FD
gave an mAP of 59.11% and 66.73% respectively. Nvidia
GeForce 840 M was used during the test phase. 600ms is the
average prediction time for each image frame using SSD [53].
The proposed method contains context-sensitive layers &
feature pyramid layers, and the average prediction time for
each image frame is 2153ms.

We observed that training and validation accuracy
improved with each step or epoch and reached saturation after
1500 epochs. Fig. 7 shows the training accuracy obtained for
the created dataset without considering student-independent
validation (but, the overall results discussed in IV-C consid-
ered the student-independent 10-fold cross-validation). Sim-
ilarly, at the end of 4000 epochs, we got a cross-entropy
of 0.1459 for training and 0.2045 for validation.

4) DISSECTION OF MULTIMODAL ANALYSIS
We analyzed the impact of each multimodal data for every
student. Using localization, we divided the multimodal data
into a face, hand gesture, and body posture to analyze the
engagement levels. The proposed combined model performs
better when compared to the use of a single mode to analyze
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FIGURE 8. Accuracy comparison among different multimodalities.

FIGURE 9. Group engagement score in two different classroom videos.

the students’ engagement, as shown in Fig. 8. The facial
expressions gave better classification accuracy but failed in
few instances like, if the students’ face is downwards, then it
recognizes them under EL 2 or EL 1 whereas, from hand and
body postures, it can be easily classified them under EL 3 as
the student is taking down the notes. For the same scenario of
taking the notes, if the body posture is bent backward and
the facial expression is neutral, then hand gesture plays a
major role in the classification. Similarly, there are various
instances where each multimodal component contributed to
better classification engagement levels.

5) GROUP ENGAGEMENT LEVEL
Fig. 9 shows the two samples of predicted average engage-
ment levels for two classroom videos of 40 minutes each.
For Class_1 most of the predicted values of engagement
range between 0.5 and 1.5, whereas for Class_2 the average
engagement level is between 2 and 3. In general, the engage-
ment level value ranges between 0 and 3 (EL-1 to EL-4,
respectively) in one single class, but we observed clustered
engagement level value variations, as shown in Fig. 9.

B. COMPARISION OF PROPOSED METHOD
1) COMPARISION WITH POPULAR SURVEY BASED
METHODS
We considered the most popular survey based students’
engagement analysis methods such as NSSE [7] and AUSSE
(Australasian Survey of Student Engagement) [9]. After the

TABLE 4. Compassion of proposed methods with the most popular
survey based methods for students’ engagement.

completion of each class, the data related to the students’
engagement was collected, and the marks obtained by the
students in the post-test questionnaires were correlated using
the Pearson correlation function. Pre-test analysis was also
conducted by us to ensure that the students of all the sessions
of the class were not familiar with the concepts [57].

We considered ten classes of around 40 minutes each
in the classroom environment. Table 4 shows the results
using the Pearson correlation coefficient. It is observed from
Table 4 that our proposed students’ engagement analysis has
a high positive correlation with their test performance when
compared to NSSE and AUSSE survey-based methods. Fur-
ther, Table 4 shows a very less positive correlation between
AUSSE and students’ marks, which could be caused due to
biased self-reports.

2) COMPARISON WITH STATE-OF-THE-ART METHODS
A few recent studies were available for students’ behav-
ioral engagement analysis in the learning environment.
Whitehill et al. [5] used Gabor features with SVM (Support
Vector Machine) for a single face in a single image frame
and obtained an AUC of 0.729. But this result was tested on
a single person in a single frame image. Zaletelj et al. [15]
used the Kinect sensor and KNN; thus obtained an accuracy
of 0.753. Though the Kinect considers multiple people in
a single image frame, the range of capturing students is
less. Hence, the students’ detection accuracy decreases if the
number of students is more than 10 in a single frame image.
Kahu et al. [8] and Bosch et al. [3] used deep instance
learning and WEKA tools, but it is already evident from the
literature that the handcrafted features are less efficient for
faces in the wild. It is difficult to directly compare the pro-
posed methodology with the existing works as the datasets,
and the multimodalities are different, in spite of which our
results are comparable and more robust in terms of AUC and
accuracy (Table 5).

C. OVERALL DISCUSSION
The dataset was created with more than 4000 image frames
with multiple students in a single image frame obtained from
the classroom environment. The created dataset was classi-
fied into four different engagement levels. In order to increase
the robustness of the training data, data anchor sampling,
and data augmentations are used; thus, the size of the dataset
increased by more than five folds. We obtained an accuracy
of 71%, MCC and AUC of 0.638 and 0.701, respectively.
We performed student-independent 10-fold cross-validation,
where the students present in training data are not present in
the test image frames and thus obtained a mAP of 73.22%.
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TABLE 5. Comparison of proposed method with state-of-the-art student engagement analysis methods.

The use of feature pyramid and context-sensitive layers in
proposed architecture enhanced its performance leading to
outperform the existing state-of-the-art architectures such as
Inception and Hyperface. Even after the addition of feature
pyramid and context-sensitive layers, the proposed method
was able to classify the engagement levels with a predict time
of 2153ms per frame.

The existing systems used facial expressions significantly
for the prediction of the students’ engagement, but the use
of multimodality in the proposed method improved the clas-
sification accuracy by 10% when compared to the use of
facial features alone. As shown in Table 5, most of the
existing literature was tested on e-learning or online learning
environments with a single student in a single image frame.
A few current works were tested on the classroom environ-
ment using a Kinect sensor. The range of Kinect devices
is limited and can classify a maximum of 6 students in a
single image frame. Further, these studies did not perform any
group engagement analysis. The proposed method is the first
of its kind, which introduced a group engagement score for
multiple students in a single image frame using the feature
fusion technique. Most of the existing literature considered
learning-centered emotions, but the proposed work explored
behavioral patterns of students in the classroom environment.
The proposed system outperformed even the popular and
widely used survey-basedmethods such asNSSE andAUSSE
for the students’ engagement analysis. From Table 5, it is
observed that the proposed method performs better than the
existing techniques for the students’ engagement analysis in
the classroom environment with the use of contextual fea-
tures, behavioral patterns, multimodality, and group engage-
ment analysis.

D. FURTHER ANALYSIS
The standard statistical analysis performed in [5] is used for
the created dataset. The analyzed results are mentioned in the
following subsections. The proposed method is also tested on
classroom subset of ImageNet dataset [59] and the details are
mentioned in Subsection IV-D.4.

1) THE FREQUENCY OF ENGAGEMENT LEVELS
Table 6 shows the analysis for a sample of a 20 min-
utes classroom video with 16 post-graduate students of the
NITK Surathkal, Mangalore, India. The engagement level
frequency analysis is performed on these students. The pre-
dicted engagement levels are statistically analyzed using
repeated measure ANOVA test, and it is observed that there
is a significant difference in the proportion of engagement
levels experienced by the students F(4, 81300) = 421.83,
MSE = 0.022, n2 = 0.211. The Bonferroni posthoc test
revealed the following pattern ((EL−4 = EL−3) > EL−1)
with (p < 0.05) and tried to isolate these engagement levels
using base as neutral (which is present in EL − 2) using the
chance (Chance = (1−MEL−2)/NEL = (1− .359)/4 = 0.16)
and performed t-test analysis on the data with chance level as
0.16. It is observed that there are only routine and sporadic
engagement levels for the proposed four engagement level
classification of students, as shown in Table 6. Similar results
are observed when the same test is conducted for the entire
dataset collected from students present in the classroom.
Students’ Engagement-Test Performance Relationship:
Table 7 shows a sample analysis of the EL-test perfor-

mance relationship for one class using Pearson’s coefficient r .
We repeated the same for the entire data. Better students’
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TABLE 6. Distribution of engagement levels.

TABLE 7. Engagement levels and test performance relationship.

performance is more positively correlated with student’s ELs
3 and 4 (r = 0.568, p < 0.05).

2) TEMPORAL DYNAMICS OF ENGAGEMENT LEVELS
Results were also analyzed for the persistence of the engage-
ment levels. Persistence refers to a property in which the
engagement level (St ) at time t is also observed at time
t + 1 (St+1). An engagement level (St+1) can be consid-
ered to be persistent if its experience at one time interval
increases the likelihood of experiencing the engagement level
at the subsequent time interval i.e. (St → St+1). Similarly,
an engagement level is ephemeral if its experience at one time
interval decreases the likelihood that will be observed at t+1.
Finally, for a random engagement level, if an engagement is
observed at time t then it is not related to the probability of
its occurrence at t + 1.
The likelihood metric (Eq. 8) was used in an attempt to

characterize the engagement levels along with this tripartite
classification scheme. The metric quantifies the likelihood
that the current state (St ) influences the next state (X) after
correcting the base rate of X. According to this metric,
if L(St → X ) ≈ 1, then the state X reliably follows state (St )
above and beyond the prior probability of state X. If L(St →
X ) ≈ 0, then X follows (St ) at the chance level. Furthermore,
if L(St → X ) < 0, then the likelihood of state X following
state (St ) is much lower than the base rate of X.

L(St → X ) =
P(X |St )− P(X )

1− P(X )
(8)

The main goal is to assess the likelihood that engagement
level (St ) observed at time t is also observed at time t + 1
(St+1). This can be easily accomplished by modifying the
metric such that the current engagement level (St ) and the next
engagement level (X) are the same (Eq. 9).

L(St → St+1) =
P(St+1|St )− P(St+1)

1− P(St+1)
(9)

TABLE 8. Persistence of engagement levels.

In order to detect the significant engagement level per-
sistence, the likelihood of each engagement level repeating
itself and it’s hypothesized mean of 0 (normalized base rate)
was compared using a one-sample t-test. The results of the
tests are presented in Table 8 where it appears that the data
supports a one-way classification scheme (persistent) instead
of a three-way classification scheme, as there are no instances
of random and ephemeral states.

It is observed from Table 8 that there are no random
and ephemeral engagement levels in the proposed engage-
ment level classification. This infers that the four different
engagement levels have a significant impact on the students’
behavioral engagement analysis. Its prediction is sufficient to
analyze the overall classroom engagement.

Fig. 10 contains a sample image from a classroom video
clip of 20 minutes long, where the duration of every seg-
mented video is 2 minutes, and 300 frames from each video
segment are extracted at the rate of 5 frames/second. It is
observed that the first segment video engagement level has
2732 judgments, the subsequent video engagement levels
have judgments of 2880, 2882, 2901, 2800, 2880, 2830,
2820, 2810, 2753. The distribution of engagement levels for a
particular student may be different, but when the entire class
is considered, there exist enough instances of engagement
levels for possible likelihood in the temporal dynamics of
engagement levels. It is also observed that similar results are
obtained for the entire collected data.

3) EL TRANSITIONS
To check for any possible pattern in EL transitions for the
created dataset, we used Tukey HSD posthoc test [60] on
the data, and it is summarized in Fig. 11. The transitions
between EL4 to EL3 are dominant. EL3 to EL2 and EL2 to
EL1 transitions are observed. There were many instances
where EL3 lead to EL2, and then the students moved to EL1.
EL3 to EL4 and vice versa is also observed. There are a few
instances where we saw transitions from EL1 to EL3 or EL4,
but the frequency of that is less.

4) TESTED ON IMAGENET DATASET
The proposed model is tested on the images obtained from
classroom subset of ImageNet database. Though the Ima-
geNet database contains images with students’ present in
the classroom, they are not annotated for EL classification
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FIGURE 10. Engagement level distribution of a sample 20 minutes class.

FIGURE 11. Students’ EL transitions.

FIGURE 12. Snapshot of proposed methodology tested on ImageNet.

and student identification. Hence, ground truth is not present
for the calculation of the performance evaluation metrics.
But, the proposed model is able to recognize the students’
engagement level, and few snapshots of the same are shown
in Figs. 12 and 13. From these figures, it is observed that the
engagement levels are classified for the students’ data with
different angles and blurred images.

E. APPLICATION AND GENERALIZABILITY
The proposed method can be used in intelligent tutoring
systems to make it more personalized by providing the

FIGURE 13. Snapshot of proposed methodology tested on ImageNet.

engagement level as feedback. Recently developed auto-
tutors detect the students’ engagement and accordingly
respond. The students’ engagement analysis techniques used
in the auto tutors can be replaced by the proposed method due
to its robustness. Further, the student engagement analysis
can be used as immediate feedback to modify the teaching
strategy accordingly. This study proposes a group engage-
ment score for each frame, which allows us to visualize
the engagement level of the students throughout the class. The
proposed method can be used as feedback to improvise the
teaching-learning process for novice teachers. Further,
the proposed method can be used to improve and personalize
the teaching-learning process by providing the engagement
level graph as feedback to both the students and the teachers.
Also, the proposed method helps us to study/map for any
possible correlation among the students’ engagement level
and their performance in tests. In this era of smart campus
and smart university, there will be many learning environ-
ments within the campus, such as classrooms, webinars,
collaborative learning, and e-learning environments. Manual
intervention and personalization become difficult, and this
can be addressed by using the automatic unobtrusive student
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engagement analysis methods. In webinars and large class-
rooms, the proposed method can be used to assist the faculty
member as it will be challenging for them to see every student
throughout the class. The proposed method can be used in
intelligent tutoring systems to make it more personalized by
providing the engagement level as feedback. Recently devel-
oped auto-tutors detect the students’ engagement and respond
accordingly. The engagement analysis techniques used in the
auto tutors can be replaced by the proposed method due
to its robustness. Further, the engagement analysis can be
used as immediate feedback to modify the teaching strategies
accordingly.

In addition to its application in the education domain,
the proposed multimodal engagement predictor can be used
in the entertainment domain as well to see the users’ expe-
rience while watching movies, advertisements, and so on
[61], [62]. The users’ experience in shopping malls and other
places can also be predicted. The proposed method can also
be used in the medical domain [63]–[65] to analyze the
flow of patients’ engagement levels. Although the proposed
engagement level predictor can be used in the application
at other domains such as entertainment, medical, business,
and shopping, that requires the engagement level predictions,
every domain requires a new set of contextual features to be
re-engineered for better prediction.

The deep learning techniques are quite robust and take raw
input images (pre-processing of images are not required) for
the classification of the students’ engagement. The proposed
method is quite robust to predict the engagement level of
students in flipped classroom, classroom, and webinar envi-
ronments as the technique are well trained with data aug-
mentation, and the use of multimodality makes it work quite
effectively in all the learning environments. It is observed
fromSection IV-D.4 Figs. 12 and 13 that the proposedmethod
is more robust as it is tested on students of ImageNet dataset
as well, which contains students of different age groups with
diverse cultural and regional backgrounds.

F. SIGNIFICANCE
A novel deep learning architecture to analyze the students’
engagement is one of the key contributions of our work.
There are complexities in capturing the images to perform the
engagement level classification caused due to uncontrolled
distractions. These are expressions and behavioral patterns
of students in the wild. It is also difficult to analyze the
students’ engagement using just their faces in a classroom
environment as there are cases where the faces of all the
students are not clearly visible. Further, the use of only the
body postures or hand gestures is not sufficient to classify into
the considered engagement levels. The classroom data con-
tains students at different depths from the camera (scale vari-
ations). To overcome this issue, we used the scale-invariant
CNN architecture, which uses the body parts as a context to
localize the students’ faces. This entire multimodal students’
engagement analysis is performed in near real-time, by using

the proposed classification architecture with GPUs to speed
up the process.

Once the engagement level classification of each student
present in the image frame is predicted, calculating the group
engagement score for that image frame is another challenge.
To overcome this, our next contribution, the multimodal fea-
ture fusion technique, is used in the deep learning architecture
to analyze the group engagement level of the students. Here,
we used the localization data obtained from the pyramid
boxes to calculate the aggregate engagement level value.

The last contribution is dataset creation. The creation of
the students’ behavioral engagement data is not easy as it
contains labeling of the students’ expressions and behavioral
patterns in the wild. To address this issue, we used multiple
annotators and Cohen’s Kappa to judge the reliability among
the multiple annotators for each image frame obtained from
the classroom environment.

G. LIMITATIONS
Similar to most of the research, the proposed methodology
also has a few limitations, which are mentioned below. The
current study focusses only on four different engagement
levels, but the combination of emotional and behavioral
engagement using the non-verbal cues are not considered.
A majority of students present in the created dataset are
Indians. Hence, theworking of the proposedmodelmay differ
when tested on students of other cultures and backgrounds.
The proposed multimodal analysis is performed on sponta-
neous data obtained from a regular classroom environment.
This will vary if we consider computer-enabled or game-
based learning environments. This study considers only the
behavioral engagement as the engagement detection is per-
formed by using only the image frames. This limits us to
analyze the cognitive engagement of students, for example,
the student can be with the EL-2 behavioral patterns, but
he/she may be completely engaged in the task. These aspects
are not considered in this study.

V. CONCLUSION
The students’ behavioral engagement analysis is proposed
and implemented in the classroom environment using their
facial expressions, hand gestures, and body postures. The
proposed scale-invariant context assisted single shot CNN
architecture performed well for multiperson in a single image
frame. It is also observed that the results are better for mul-
timodality than single modality. We could recognize most of
the students in the wild and predict four different behavioral
engagement levels. A single group engagement level score
for each frame is obtained using the proposed feature fusion
technique. The students’ engagement analysis is performed
for more than ten classes of 40 minutes each. Manual anno-
tations are carried out for ground truth validation. Pre-Post
test analysis is performed to check the correlation between
the students’ behavioral engagement and their test perfor-
mance. The proposed multimodal analysis outperformed
the popular survey-based methods (NSSE, and AUSSE) for
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FIGURE 14. Sample snapshots tested using the proposed methodology.

student engagement analysis by showing a positive correla-
tion between behavioral engagement and test performance.
Further, frequency, temporal dynamics, and distribution of
the engagement levels are analyzed. The proposed method is
also tested on classroom subset of ImageNet database.

Future work includes the engagement analysis of stu-
dents in a smart campus. Generalizing the proposed method
by testing it in collaborative and social learning platforms,
an unobtrusive student engagement analysis can be used to
make intelligent tutoring systems more personalized. Also,
the proposed method can be re-engineered and tested for its
applicability in various other domains, such as entertainment,
sports, and medical for user engagement analysis.

APPENDIX
We tested the proposed method with the image frames
obtained from the CCTV cameras, and we were able to detect

the bounding box as well as the EL class labels, as shown
in Fig. 14a. We also tested it on image frames obtained
from the classroom using different camera angles, as shown
in Figs. 14b and 14c. In Fig. 14b it is observed that the
left-most student (student with the hands raised) has three
different bounding boxes corresponding to face, hand gesture,
and body posture. Here the intersection of hand gesture and
body posture bounding boxes is null (less than 70%). Hence
three different bounding boxes were used. Further, Figs 14a,
14b, and 14c were analyzed for group engagement analysis,
and all the three image frames are classified under EL 3 using
the proposed method.
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