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ABSTRACT This paper addresses the target localization problem in complex multipath propagation
environment for three-dimensional (3-D) radar systems. Firstly, an approach based on the singular value
decomposition (SVD) technique is developed to reduce the data dimension and formulate the joint multiple
snapshot sparse representation problem in the signal subspace domain. Subsequently, a novel sparse repre-
sentation based DOA estimation algorithm, combined with alternatingly iterative and dictionary refinement
techniques, is proposed. The Cramér-Rao bounds (CRB) for the target DOA and attenuation coefficient
estimations of multipath model are derived in closed forms. Experimental results based on both simulated
data and measured data indicate that the target localization accuracy can be effectively enhanced by utilizing
the proposed algorithm in complex terrain and/or limited snapshot scenarios.

INDEX TERMS Cramér-Rao bound (CRB), direction of arrival (DOA) estimation, parameterized dictionary
refinement, multipath propagation, sparse representation.

I. INTRODUCTION
It is well-known that one of the critical missions achieved
by modern three-dimensional (3-D) radar is measuring the
altitude of a target. However, when tracking a low-angle
target, the localization performance of radar system may be
affected by the multipath phenomenon from ground surface
reflection, i.e., target echoes consisting of a direct path as
well as highly correlatedmultipath [1]–[4]. Because the target
and multipath signals are within the same beamwidth, it is
difficult to separate them in the spatial, time, and/or Doppler
domains. There have been considerable efforts to deal with
this problem in the conventional radar systems since 1970s,
for example, [1]–[11].

The key issue of target altitude measurement is to estimate
its DOA from the radar echo corrupted by the multipath prop-
agation. The most well-known existing nonparametric DOA
estimation methods include subspace-based methods [5]–[8]
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and digital beamforming (DBF) [9]. Beamforming spectrum
is limited by the Rayleigh resolution boundary. Although
the popular subspace-based methods, such as multiple signal
classification (MUSIC) [5], can be modified to be used
in multipath scenario by applying the spatial smoothing
technique [6], the decorrelation preprocessing may reduce
the effective array aperture and result in radar performance
degradation. To address this problem, an improved target
localization algorithm based on eigen-decomposition and
alternating projection is presented in our previous work [12].
It is shown that the spatial smoothing preprocessing can be
avoided by introducing a composite steering vector that con-
tains the coherent structure information of the spatial signals
and the target localization performance can be improved by
exploiting the multipath structure information. However, it is
worth mentioning that most of the subspace-based methods
(including the method in [12]) depend on the asymptotic
assumptions (e.g., requiring a sufficient number of snap-
shots). Nevertheless, due to some unsolvable restrictions in
practical applications, e.g., limited observation time and/or
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complex background environment, only a very limited num-
ber of snapshots or, even in the worst case, a single time
sample is available. For example, our previous work [13]
shows that only one snapshot can be available in some
coherent processing intervals (CPIs) of the real measured
data. Under the condition mentioned above, the performance
of these algorithms that rely on the estimates of the sample
covariance matrix is degraded significantly or even fail to
work since it is rank deficient [7], [14]. Another family of
parametric techniques [15]–[22] mainly based on the max-
imum likelihood (ML) paradigm, including the relax algo-
rithm [15], the alternation projection maximum likelihood
(AP-ML) algorithm [19] and the refined maximum likeli-
hood (RML) algorithms [20]–[22], which enjoy excellent
statistical properties, can be applied in the coherent signal
scenario.

In the above-mentioned target localization methods,
the multipath propagation is usually studied with the implicit
assumption that the highly deterministic multipath signal
model holds, or in other words, the geometry relationship
between the target and image signals is fixed. However,
the geometry relationship may be time-varying, which is very
difficult to be determined in practice since the Earth’s surface
is spatially variant [23], [24]. The detailed explanation can
also be found in [25], where the target direction is obtained by
using the technique of rank-one constraint and CS theory in a
MIMO radar system. Thus, the existing highly deterministic
multipath signal model based target localization algorithms
may become invalid for a complex terrain. Considering the
sufficient sparsity of the signals in the elevation direction,
sparse signal representation technique can be applied to the
problem of low-angle target localization, which is the main
interest of this paper. The sparsity of spatial signals can be
reduced to be one by introducing a parametric adaptive dictio-
nary and the inner structure of the dictionary can be enhanced
by taking the multipath attenuation coefficient into account,
both of which are not considered in [25]. By focusing on
the sparse signal representation framework, super-resolution
can be achieved with lower sensitivity to the correlation of
the signals and without the need to use a large number of
snapshots.

The main contributions of this paper are summarized as
follows:

1) A new adaptation of sparse signal representation to tar-
get localization in the presence of multipath propaga-
tion is presented. By introducing a parametric adaptive
dictionary, the inner structure information of the target
and its multipath image can be sufficiently exploited
and the sparsity of spatial signals is reduced to be
one. Compared with the existing highly deterministic
multipath signal model based algorithms, the proposed
algorithm can deal with the effect of multipath phe-
nomenon from both simple and complex terrains with
a limited number of time samples and without the need
of any prior knowledge on the spatial distribution of
multipath.

2) The preprocessing step by using singular value decom-
position (SVD) technique is introduced to enhance the
signal to noise ratio (SNR) and to formulate the target
localization problem with multiple snapshots in the
signal subspace domain so that the proposed approach
can be used for real-time application.

3) Alternatingly iterative scheme and adaptive dictionary
refinement techniques are introduced to deal with the
resulting objective function optimization problem and
to reduce the computational cost, in which the target
localization and the parameterized dictionary refine-
ment can be adaptively realized.

4) The CRB for the estimation is derived. In our
Monte-Carlo simulations and real data analysis,
the proposed algorithm performs with some advan-
tages over the other existing state-of-the-art algorithms,
i.e., it has increased accuracy of target localization
and improved performance robustness with a limited
number of snapshots.

A preliminary and short version of this paper was presented
as a conference paper at CoSeRa [13]. This elaborated version
includes detailed clarification of our previous results, and also
the derivation of the CRB and more analysis on experimental
results from simulated and real data.

The remainder of this paper is organized as follows. A brief
introduction to the practical multipath signal model for low-
angle target localization is given in Section II. In Section III,
the proposed algorithm is presented in detail. Experimental
results based on simulation data and measured data as well
as the comparison to some other methods are discussed in
Section IV. Finally, the conclusion of this paper is drawn in
Section V.
Notations:Matrices, vectors and scalar quantities are writ-

ten in bold upper-case, bold lower-case and normal letters,
respectively. The notations (·)T , (·)H , (·)∗, | · |, tr{·}, E{·} and
(·)−1 represent operations of transpose, conjugate transpose,
complex conjugate, absolute value, trace, expectation and
inverse, respectively. The notations ‖ · ‖F , ‖ · ‖∗, �, Re{·}
and CM×N denote Frobenius norm, nuclear norm, Hadamard
product, real part extraction and M × N complex matrix,
respectively.

II. PROBLEM FORMULATION
Consider an array radar system containing M omni-
directional sensors. A simple illustration of the multipath
propagation geometry is depicted in Fig. 1. There are two
separate paths between the target T and the radar A, the direct
path (AT) with elevation θd and the indirect path (ABT),
via reflection with grazing angle ψg from the ground sur-
face, which has an elevation angle θs, where Point B is
the gradient ground reflection point. The dotted line (ACT)
shows the conventional multipath model that is reflected by
a perfectly smooth surface. ha, ht and hg are the heights of
the array antenna center, the target and the reflection point,
respectively. Rd and Rs are the distance between radar and
target and the distance between radar and image, respectively.
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FIGURE 1. Multipath propagation geometry in complex terrain
environment, where the dashed line, the dash-dotted line and the double
dot dashed line represent the conventional propagation model in an ideal
smooth ground surface, the reflecting surface plane and the horizontal
plane, respectively.

The vertical distance from the target to the reflecting surface
and the included angle between the reflecting surface and the
ideal smooth surface are h′t and α, respectively.

A. RECEIVED SIGNAL MODEL
Suppose the emitted signal u (t) is a narrow-band signal,
expressed as

u (t) = s (t) exp (j (2π f0t + φ0)) (1)

where s (t) is the baseband signal, f0 and φ0 are the carrier
frequency and the initial phase, respectively. For convenience
and without loss of generality, φ0 is assumed to be zero. The
target is located at such a distance that the arriving waves can
be considered as being planar, as shown in Fig. 1. The output
of the mth sensor can be expressed as

sr,m (t) = a
(
u
(
t − τd,m

)
+ ρu

(
t − τs,m

))
+ nm(t)

= aej2π f0t
(
s
(
t − τd,m

)
e−j2π f0τd,m

+ρs
(
t − τs,m

)
e−j2π f0τs,m

)
+ nm(t)

(2)

where a is the target reflection coefficient, ρ is the specular
reflection coefficient, nm(t) is the additive Gaussian white
noise of the mth sensor with zero mean and variance σ 2

N .
τd,m and τs,m are the time delays of the direct path and the
multipath for the mth sensor, respectively. τd,m and τs,m can
be further expressed as

τd,m = τ0 + τm (θd ) (3)

τs,m = τ0 +1τ + τm (θs) (4)

where τ0 and 1τ are the time delay from the target to the
referenced sensor and the delay difference between the direct
path and the multipath, respectively. τm (θd ) and τm (θs) are
the relative delays between the mth sensor and the referenced
sensor at directions θd and θs, respectively.

Because the received waveform is narrow-band, the time
delaywithin the term of baseband signal in (2) can be ignored.
Thus, we have the following representation

s
(
t − τd,m

)
≈ s

(
t − τs,m

)
≈ s (t − τ0) . (5)

Substituting (3), (4) and (5) into (2), (6) can be simply derived
as

sr (t) = aej(2π f0(t−τ0))
(
e−j2π f0τm(θd )

+ρ̄e−j2π f0τm(θs)

)
s (t−τ0)+ nm(t)

(6)

where ρ̄ = ρe−j2π1R/λ is the multipath attenuation coef-
ficient. 1R = Rs − Rd and λ are the path difference and
the wavelength, respectively. By measuring the time relative
to the referenced phase center, the dependence on τ0 can be
dropped. After demodulation, the final matrix-vector version
of the basic narrow-band observation in (6) takes the follow-
ing form:

x (t) = a [a (θd ) , a (θs)] [1, ρ̄]T s (t)+ n (t) (7)

where a (θd ) and a (θs) are the so-called steering vectors
of the array toward directions of the target and its image,
respectively. n (t) = [n1(t), · · · , nm(t), · · · , nM (t)]T , t =
t1, · · · , tL where L is the number of snapshots in a coherent
processing interval (CPI). It is worth mentioning that a is
equal to zero when there is no target in the scene. Given the
knowledge of x (t), the goal is to find the unknown location
of the target, i.e., θd in (7).

B. MULTIPATH REFLECTION COEFFICIENT ANALYSIS
The specular reflection coefficient ρ, given in (2), is defined
as the ratio of the electric field phasor of the image signal over
that of the target signal. Some detailed explanation of ρ can
be found in [26]. Generally, ρ can be represented as

ρ = ρ0ρDρs (8)

where ρ0 , ρD and ρs represent the Fresnel reflection coeffi-
cient, the divergence factor and the specular scattering factor,
respectively. The expressions of ρ0 for vertical and horizontal
polarizations were derived in [27], respectively expressed as

ρ0v =
εc sinψg −

√
εc − cos2 ψg

εc sinψg +
√
εc − cos2 ψg

(9)

and

ρ0h =
sinψg −

√
εc − cos2 ψg

sinψg +
√
εc − cos2 ψg

(10)

where εc is the complex dielectric constant, expressed as

εc = εr − jλδ
/
2πcε0 (11)

where εr and δ are the relative dielectric constant and the
conductivity, respectively. c is the speed of light, ε0 =
8.85× 10−12 F/m and the unit F/m is Farad per meter. ρD is
introduced due to the spherical surface of the Earth, and the
detailed description of ρD can be referred to [28] and [29].
Another factor ρs is used to describe the reduction of the
magnitude of the specular reflection coefficient, which is
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caused by the randomness of the terrain. A simplemodel of ρs
was reported in [30] and [31], given as

ρs = exp
[
−8π2γ 2

]
(12)

where γ is the roughness factor, given as

γ =
ςh sinψg

λ
(13)

where ςh is the standard deviation of the reflecting surface
heights.

III. THE PROPOSED METHOD
In this section, a novel sparse representation framework
based target localization algorithm, combined with dictio-
nary refinement technique [32] and alternatingly iterative
scheme [33], is proposed for complex terrain environment
with a limited number of snapshots. The algorithm mainly
consists of three steps. After signal component is extracted
via low-rank decomposition technique, the signal compo-
nent is used to obtain the target elevation angle based on
sparse representation framework. Finally, target altitude is
calculated with the estimated elevation angle. The details
of this proposed algorithm are described in the following
subsections.

A. OVERCOMPLETE REPRESENTATION WITH MULTIPLE
SNAPSHOTS
Noting the sparsity of the signals in the elevation direction,
we start to formulate the problemmentioned in Section II as a
sparse representation problem. Specially, it is worth mention-
ing that the multipath attenuation coefficient should be taken
into account in order to exploit the multipath structure infor-
mation sufficiently and also to enhance the inner structure
of the overcomplete dictionary. By considering these factors,
an overcomplete dictionary B� of sizeM ×V is constructed,
which can be expressed as

B� =
[
b
(
ζ 1
)
,b
(
ζ 2
)
, · · · ,b

(
ζ v
)
, · · · ,b

(
ζV
)]

(14)

where � is the parameter set,

� =

{
ζ v,

(
θd,v, θs,v, ρv,1Rv

)∣∣∣ θd,v∈θd,set, θs,v∈θ s,set,
ρv ∈ ρset,1Rv ∈ 1Rset, v = 1, 2, · · · ,V

}
(15)

where θd,set, θ s,set, ρset and 1Rset are the given parameter
sets of θd,v, θs,v, ρv and 1Rv, respectively. V = |�| is the
cardinality of � with the assumption of V � M . b

(
ζ v
)
is

the v-th atom of B�:

b
(
ζ v
)
= a

(
θd,v

)
+ ρve−j2π1Rv/λa

(
θs,v
)
, (16)

where a
(
θd,v

)
and a

(
θs,v
)
denote the steering vectors of the

array toward directions of θd,v and θs,v, respectively, and

a (θ) =
[
1, e−j2πd sin(θ )/λ, · · · , e−j(M−1)2πd sin(θ )/λ

]T
(17)

where d is the inter-element distance of two adjacent
elements. Then, by using an overcomplete representation,
the problem in (7) can be reformulated into the form:

x (t) = a [a (θd )+ ρ̄a (θs)] s (t)+ n (t)

= B�ω (t)+ n (t), t ∈ {t1, · · · , tL} (18)

where ω(t) = [ω1 (t) , · · · , ωv (t) , · · · , ωV (t)]T is the spa-
tial sparse coefficient vector and the v-th element ωv (t)
is as(t) if the v-th atom of B� contains the parameter set{
θd,v, θs,v, ρv,1Rv

}
corresponding to a real target, and zero

otherwise, and ρ̄ is defined in (6).
Because target localization with multi-snapshots in

multipath propagation environment is of great practical
importance, we consider multi-snapshots at time instants
t1, · · · , tL . Since the transmitted waveform is narrowband,
e.g., the bandwidth of the experimental radar system used to
collect real data in Section IV is 1MHz, it is assumed that the
motion of a target is not taken into consideration during the
observation time of one CPI, or in other words, the motion of
a target can be neglected during the time interval {t1, · · · , tL}.
Let

X = [x(t1), · · · , x(tl), · · · , x(tL)] (19)

be the measurement data matrix, and define

W = [ω (t1) , · · · ,ω (tl) , · · · ,ω (tL)] (20)

and

N = [n (t1) , · · · ,n (tl) , · · · ,n (tL)] . (21)

Then, by using (18), (20) and (21), (19) can be easily rewritten
as

X = [x(t1), · · · , x(tl), · · · , x(tL)]

=

[
(B�ω (t1)+ n (t1)) , · · · , (B�ω (tl)+ n (tl)) ,
· · · , (B�ω (tL)+ n (tL))

]
= B�W+ N. (22)

In fact, this overcomplete representation allows us to convert
the problem of direction estimation into the problem of sparse
spectrum estimation. The solution of the following optimiza-
tion may provide an estimate:

min
W
‖X− B�W‖22 + e ‖W‖0 (23)

where e controls the tradeoff between the data fitting term
and the sparsity term. A variety of iterative greedy algorithms
including Orthogonal Matching Pursuit (OMP) [34], [35],
Newtonized OMP (NOMP) [36] and multi-snapshot New-
tonized (MNOMP) [37] have been proposed to obtain
an approximate solution to problem (23). In the previous
work [36], it has been shown that the frequencies and
amplitudes of a noisy mixture of sinusoids can be effi-
ciently estimated by using the MNOMP algorithm. However,
the computational complexity of the standard OMP technique
increases linearly with L. Thus, with the increasing num-
ber of snapshots, this approach may not work in real-time
applications.
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B. EXTRACTION OF SIGNAL COMPONENT VIA
LOW-RNAK DECOMPOSITION
Let us consider a common practical case in which there
is only one target. Because the spatial signals are coherent
with each other, the rank of X in (19) should be ideal if the
noise component {n (tl)}Ll=1 in X is neglected (Proof: See
Appendix A). This means that the received data {x (tl)}Ll=1
should lie in a one-dimensional signal subspace. Motivated
by this, a low-rank decomposition operation is implemented
for X in order to reduce both the signal dimension and the
sensitivity to noise. Consider the singular value decomposi-
tion (SVD) of X

X = UX6XVH
X . (24)

Since the data points (i.e., columns vectors of X) lie in a
single one-dimensional signal subspace, or in other words,
the range space of the noiseless data in X is spanned by only
one singular vector, it is reasonable to represent the range
space of X by using the singular vector corresponding to the
largest singular value. Thus, a reduced-dimensional basis for
the signal subspace, ySV, which has the most signal power,
can be formulated as

ySV = UX6Xhc (25)

where hc is a vector of size L×1 with its first entry being one,
and the others zeros. If we calculate the correlation matrix of
the data X, i.e.,

RX = E
(
XXH

)
= a2σ 2

s [a (θd )+ ρ̄a (θs)] [a (θd )+ ρ̄a (θs)]
H
+ Rn

(26)

where σ 2
s =

1
L

L∑
l=1

s (tl) s∗ (tl) denotes the signal power,

and Rn is the noise covariance matrix. It is seen from (26)
that the noiseless signals lie in a one-dimensional sub-
space, which also justifies our discussion of the reduced-
dimensional basis ySV.

We would like to emphasize that a low-rank decomposition
operation on the M × L radar observation data matrix X
is essentially different from the motivation of the rank-
one constraint utilized in [25]. The above SVD operation
is directly implemented to the observation data in order to
keep the signal subspace only and reduce the data dimension.
However, the motivation of using the rank-1 constraint for
the signal matrix A = ããT (not the radar observation data)
in [25] is to estimate the directional vector ã that contains
the information of target direction from the radar observation
data. Particularly, we mentioned in Section I that both the
multipath attenuation coefficient and the coherency structure
information of the spatial signals are not taken into consid-
eration in [25]. In contrast, the inner structure information
of the spatial signals is sufficiently exploited in this paper
by introducing a parametric adaptive dictionary B� that is
defined in (14), and the target localization performance can be
improved by exploiting the multipath structure information.

Because the rank-1 constraint can be also imposed in (26),
which is similar to that we used in [25], some comparisons
of localizing a target from the correlation matrix XXH by
using the method in [25] will be presented in Section IV
in order to compare the performances of the two low-angle
target localization algorithms.

C. TARGET LOCALIZATION BASED ON SPARSE
REPRESENTATION WITH STRUCTURAL DICTIONARY
Our goal is to estimate the unknown location θd correspond-
ing to the real target from ySV described in Section III-B.
By introducing the structural adaptive dictionary B�,
the inner structural information can be sufficiently utilized
and the sparsity of the spatial signals is reduced to be one.
In fact, ySV = UX6Xhc = XVXhc. Let ε = WVXhc and
nSV = NVXhc, (22) can be simplified into

ySV = B�ε + nSV. (27)

Correspondingly, due to the fact that there is only one target
and the sparsity of the spatial signals is reduced to one,
thematrixW has only one non-zero row and all the other rows
are zeros. Thus, with only one nonzero entry in ε, the problem
in (23) can be reformulated to the following L0-minimization
problem

ε̂ = argmin
ε
‖ySV − B�ε‖22

s.t. ‖ε‖0 = 1 (28)

where ε̂ is the estimated sparse coefficient vector with respect
to dictionary B�. By solving (28), the estimation of the target
direction can be achieved at the same time. Unfortunately,
the target location estimated by the cost function in (28) may
not exist in practice. This is mainly because the searching
grid for an overcomplete dictionary B� cannot be too dense
due to the four dimensional searching. Furthermore, because
of the maneuverability of a target and the time variance of
the multipath interference, it is difficult to use a fixed dic-
tionary to satisfy various terrain conditions [38]. To address
the problem mentioned above, a framework for adaptive joint
target localization and dictionary refinement is introduced in
the following subsection.

D. PRARMETER ESTIMATE WITH ALTERNATING
ITERATION AND DICTIONARY REFINEMENT
Considering the high dimension of the parameterized dic-
tionary B�, it is impractical to use fine dictionary grid
size uniformly due to the high computational complexity.
In order to keep a balance between the estimation accuracy
of signal reconstruction and the computational complexity,
a novel technique based on alternating iteration and dictio-
nary refinement is explored for adaptively refining the grid
size. An overview of the proposed algorithm is depicted
in Fig. 2.

The proposed target localization procedure can be divided
into three stages. In the first and second stages, a fixed dictio-
nary of smaller dimension is utilized to achieve preliminary
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FIGURE 2. An overview of the proposed algorithm, where ySV denotes the
extraction of signal component from the array measurement data X, �1
and �2 denote the initially coarse parameter sets of dictionaries, θ̂3,k ,
1θ3,k , �3,k+1 and B�3,k+1 denote the current updating parameter
vector, the parametric grid set, the refined parameter set and the refined
dictionary in the (k+1)-th iteration, respectively.

target localization. In the third stage, we update the dictionary
with the refined grid only around the detected target location.
A brief description of parameter estimation in each stage is
shown in Table 1.

TABLE 1. A brief description of parameter estimation in each stage.

Without loss of generality, the direction parameters
θd and θs are extracted firstly when the ideal symmetric mul-
tipath model can be utilized for the initialization of directions
of target and its image. Subsequently, ρ and 1R are intro-
duced as unknown parameters for preliminary target local-
ization in Stage 2. Finally, the adaptive dictionary refinement
and the accurate target localization can be realized by using
alternatingly iterative and dictionary refinement. The details
of these stages are explained as follows.
Stage 1 (Coarse Estimation of (θd , θs)): By implementing

the ideal symmetric multipath model, the coarse parameter
set �1 can be obtained by

�1

=

{
ζ v1 ,

(
θd,v1 , θs,v1 , ρv1 ,1Rv1

)∣∣∣ θd,v1 ∈ θd,set,
θs,v1=−θd,v1 , ρv1=ρ0,1Rv1=1R0, v1=1, 2, · · ·,V1

}
(29)

where V1 = |�1| is the cardinality of �1, ρ0 and 1R0
are the reflection coefficient and the path difference for the
ideal smooth reflecting surface, respectively. Generally, ρ0 is
regarded as 0.9 exp (jπ), and 1R0 can be easily computed
by setting hg = 0 and α = 0. Then, the corresponding
dictionary B�1 that is similarly constructed as B� in (14)
and the sparse coefficient vector ε̂1 can be estimated by
solving (28), where� is replaced with�1. The index v̂1 of the
non-entry in ε̂1 represents the information of the parameters

corresponding to a real target, which can be calculated as

v̂1 = argmax
v1

∣∣ε̂1 (v1)∣∣ (30)

where ε̂1 (v1) is the v1-th element of vector ε̂1 and v1 =
1, 2, · · · ,V1. Then, the coarse estimation of the direction
parameters (θd , θs), denoted as θ̂1, can be correspondingly
obtained from ζ v̂1 , which denotes the v̂1-th element of �1.
Stage 2 (Coarse Estimation of (ρ,1R) Based on θ̂1): In

this stage, the parameters (ρ,1R) are treated as unknown
and can be roughly estimated by incorporating them in the
following coarse parameter set �2,

�2 =

{
ζ v2 ,

(
θd,v2 , θs,v2 , ρv2 ,1Rv2

)∣∣∣ (θd,v2 , θs,v2) ∈ θ̂1,
ρv2 ∈ ρ̃set,1Rv2 ∈ 1R̃set, v2 = 1, 2, · · · ,V2

}
(31)

where V2 = |�2| is the cardinality of �2, ρ̃set and 1R̃set
are the given parameter sets of ρv2 and 1Rv2 for searching,
respectively. Similar to the process presented in Stage 1,
the updated sparse coefficient vector ε̂2 and the index v̂2 of
nonzero entry in ε̂2 can be achieved by solving (28) and (30),
where � is replaced with �2 and ε̂1 (v1) is replaced with
ε̂2 (v2), respectively. Then, the preliminary estimation of tar-
get location parameters (θd , θs, ρ,1R), denoted as θ̂2, can
be obtained as θ̂2 = ζ v̂2 , where ζ v̂2 denotes the v̂2-th element
of �2.
Stage 3 (Joint Adaptive Dictionary Refinement and Accu-

rate Target Localization): Instead of creating a fine searching
grid over the entire parameter interval, we refine the grid only
around the detected location where the target may appear. The
accuracy of the target location is then improved by alternating
dictionary refinement and target location parameter update.
The details are described below.

Let us denote �3,k+1 and 1θ3,k as the parameter set and
the parametric grid set in the (k + 1)-th iteration, respec-
tively, where k = 0, · · · ,K − 1, and K is the maximum
number of iterations. In the dictionary refinement process,
the updated parameter set �3,k+1 can be firstly obtained by
picking an interval1θ3,k around θ̂3,k , i.e., let θ̂3,0 = θ̂2 when
k = 0. Then, similar to the process presented in Stage 1
and Stage 2, the (k + 1)-th updated target location param-
eters can be determined from the support index of ε̂3,k+1
and the estimation set θ̂3,k can be simultaneously refined as
θ̂3,k+1 =

[
θ̂d,k+1, θ̂s,k+1, ρ̂k+1,1R̂k+1

]
. After updating the

grid1θ3,k and the parameter set�3,k+1, we repeat the afore-
mentioned procedure until the iteration stopping condition
is satisfied. A commonly used halting criterion is adopted
for this approach, i.e., the variation of the residual energy
between two consecutive iterations is smaller than a pre-given
threshold χ or the number of iterations has reached the upper
limit K .

Let us now clarify some details of the algorithm. When
update the parameter set �3,k+1 at step k + 1 in Stage 3, we
pick an interval around the location where the target is present
based on θ̂3,k , which includes a spacing of two grids on either

150588 VOLUME 7, 2019



Y. Liu et al.: Target Localization in Multipath Propagation Environment Using Dictionary-Based Sparse Representation

side. In addition, for the grid refinement of1θ3,k in Stage 3,
the new grid size is selected as a fraction of the previous
one in the interval, i.e., 1θ3,k+1 = 1θ3,k/$ . Since it has
been verified that the approach of slowly shrinking 1θ3,k ,
which corresponding to small $ and more refinement steps,
is more numerically stable according to both simulation and
measured data, therefore, $ is chosen as a relatively small
number, e.g., 1.5, in our experiments.

E. ALTITUDE ESTIMATION ACCURACY
After the iteration terminates, the target altitude can be
obtained with the final estimation of the real target direction
θ̂d obtained in Section III-D. Considering the influence of the
curvature of the Earth, the calculation of the target altitude
can be divided into the following two cases. For a short-range
target, i.e., a few dozens of kilometers, the target altitude can
be obtained by

ĥt = Rd sin θ̂d + ha, (32)

while for a long-range target, i.e., a few hundreds of kilome-
ters, the calculation of the target altitude can be expressed as

ĥt = Rd sin θ̂d + Rd
/
2Re + ha (33)

where Re is the effective radius of the earth, which is usually
set as Re = 4R0

/
3 and R0 = 6370km denotes the real radius

of the Earth.
In summary, the proposed low-angle target localization

algorithm is listed in Table 2.

TABLE 2. The proposed algorithm for target localization.

The computational complexity of the proposed method is
briefly analyzed as follows. For the matrix SVD step, its
complexity is O

(
R1R22 + R

2
1R2 + R

3
1

)
for a matrix of size

R1 × R2 [39]. Hence, the computational cost of extraction
of the signal component is O

(
M3
+M2L +ML2

)
. Assume

that the dimensions of the dictionaries used in Stage 1 and
Stage 2 in Section III-D areM×N1 andM×N2, respectively.
Then, the corresponding computational costs are O

(
N1M2

)
and O

(
N2M2

)
, respectively. In Stage 3, because two grid

spacing are introduced to either side of the peak of the
sparse spectrum, the dimensions of the adaptive dictionaries
in each iteration is 54. The corresponding computational
cost is O

(
54QM2

)
, where Q is the number of itera-

tions when the algorithm is stopped. Therefore, the over-
all computational complexity of the proposed algorithm is
O
(
M3
+
(
N1 + N2 + 54Q+ L

)
M2
+ML2

)
. In our simula-

tions, after a few (e.g. 8) iterations of adaptive refinement,
the grid becomes fine enough to satisfy the estimated accu-
racy and the effect of the grid size can be negligible.

IV. SIMULATION RESULTS AND MEASURED DATA
VALIDATION
A. SIMULATION RESULTS
For performance studies on various scenarios, e.g., those
with different reflecting surfaces and/or different numbers
of snapshots, several simulations are performed to illustrate
the performance of the proposed low-angle target localization
algorithm in this subsection. In all the presented simulations,
a uniform linear array (ULA) is considered, which com-
prises M = 16 isotropic elements separated with one half-
wavelength, i.e., λ

/
2 = 0.5m. It is worth mentioning that the

ideal array is assumed and the array error is not considered in
this paper. A few comparisons are made with other existing
state-of-the-art algorithms, i.e., the forward/backward spatial
smoothing MUSIC (SSMUSIC) algorithm [6], the subspace
based method in [12], the relax algorithm [15], the AP-ML
algorithm [19], the RML algorithm [20] and the rank-1 based
method in [25] to assess the performance merits of the pro-
posed algorithm. The Cramér-Rao bound for the target’s
DOA, derived in Appendix B, is utilized as an optimization
criterion for the target localization scheme. In addition, the
SNR in our simulations is defined as

SNR = 10 lg
(
Ps
/
σ 2
N

)
(34)

where Ps is the received average signal power, and σ 2
N is

the noise power. All the experiments are performed using
MATLABR2011b on a PCwith Intel i7-4770, core frequency
3.40GHz and RAM 8G. The estimation performance of the
target parameters is evaluated in terms of root mean square
error (RMSE), which is defined as

RMSEθd =

√√√√ 1
U

U∑
u=1

(
θ̂d,u − θd

)2
(35)
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and

RMSEht =

√√√√ 1
U

U∑
u=1

(
ĥt,u − ht

)2
(36)

where U is the total number of Monte Carlo trials, θ̂d,u and
ĥt,u are the estimated target direction and target altitude in the
u-th trial, respectively.
The first simulation is to examine the performance of the

proposed algorithm in a scenario with an ideal smooth reflect-
ing surface and a sufficient number of snapshots. Similar to
most existing methods, the height of the reflecting surface,
the included angle and the specular reflection coefficient
are set to 0, 0◦ and 0.9 exp (jπ), respectively. The height
of the radar location is set as 100m, the target is located at
125km away with an altitude of 3km for Fig. 3(a) and (b)
and 6km for Fig. 3(c) and (d), respectively. These parameter
settings produce the direct angle θd = 1.33

◦

, the indirect
angle θs = −1.41

◦

, the grazing angle ψg = 1.41
◦

for
Fig. 3(a) and (b), and the direct angle θd = 2.71

◦

, the indirect
angle θs = −2.79

◦

, the grazing angle ψg = 2.79
◦

for
Fig. 3(c) and (d), respectively. In this simulation, the number
of available snapshots is 128, and the SSMUSIC algorithm
is applied by using twelve-sensor subarrays. Fig. 3 shows the
RMSEs of target direction and target altitude. Each statistical
result is averaged over 500 independent Monte Carlo trials
for each SNR value.

It can be observed from Fig. 3(a) – (d) that the SSMUSIC
algorithm performs poorly in various target altitude condi-
tions because the spatial smoothing operation produces the
loss of effective array aperture to degrade the angular res-
olution. Except for the method in [12] and the proposed
algorithm in Fig. 3(a) and (b), the performances of all the
other methods are severely impacted when the elevation
angle is less than 1/4 beamwidth even in high SNR con-
dition. This phenomenon indicates that the method in [12]
and the proposed algorithm have the abilities to distinguish
the real target in lower elevation angle. This is probably
because that the inherent structure information of the target
and its image is sufficiently exploited in the two algorithms.
In Fig. 3(c) and (d), we can see that the performances of all the
algorithms, except the SSMUSIC algorithm, are almost the
same, which indicates that these algorithms can provide effec-
tive performance for target localization when the target has a
relatively high altitude under the ideal scenario, i.e., that used
in this simulation. It can also be seen from Fig. 3(a) and (c)
that the RMSEs of both the method in [12] and the proposed
algorithm can closely approach the corresponding CRB for
the ideal symmetric multipath scenario when SNR is greater
than 10dB. In particular, when comparing Fig. 3(b) and (d),
it is clear that the higher altitude of the target, the smaller
estimated RMSE of the target altitude can be achieved for
each SNR. This is because the angle-interval between the
real target and its multipath image is getting bigger with the
increase of the target altitude.

FIGURE 3. RMSE results of respective algorithms versus SNR using
128 snapshots with an ideal smooth reflecting surface. (a) target DOA
estimation for ht =3km; (b) target altitude estimation for ht =3km;
(c) target DOA estimation for ht =6km; (d) target altitude estimation for
ht =6km. All results are averaged over 500 Monte Carlo trials.

A comparison for the average running times of the respec-
tive algorithms is also demonstrated in Table 3. The searching
region of the elevation angle is set as [0◦, 10◦]. It is clear
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TABLE 3. Average running times of different algorithms (Sec).

that the relax algorithm is time-consuming since a recur-
sive searching is required. The SSMUSIC method and the
RML method are the two most computationally efficient
algorithms. This is because only one dimensional searching is
required after the fixed geometry relationship is introduced.
In other words, these two algorithms are competitive in the
scenario with ideal smooth reflecting surface. The running
time of the proposed algorithm is more than that of the
SSMUSIC algorithm and the RML algorithm. This is because
in Stage 3 of our proposed algorithm, the dictionary param-
eters are refined by a gradual approach, which produces a
more accurate and stable estimation of target altitude at the
cost of additional computation time. In particular, it is worth
mentioning that the running times of the AP-ML algorithm
and the relax algorithm increase rapidly with the increased
density of the search grid while the running times of the
SSMUSIC algorithm, the RML algorithm, themethod in [12],
the method in [25] and the proposed algorithm do not.

Because the computational complexity of the method
in [25] cannot be expressed in theory, the analysis of com-
putational complexities of the other six algorithms is summa-
rized in Table 4. In Table 4,Marray is the number of subarrays,
Msub denotes the number of sensors in each subarray, K is the
iteration number, J and Jρ represent the number of angle grids
and the number of reflection coefficient grids, respectively.

TABLE 4. Computational complexity comparisons.

To better illustrate the performances of the respective
algorithms mentioned in the previous simulation, a complex
scenario with horizontal reflecting surface is introduced in
the second simulation, while the height of the reflecting
surface is unknown. In particular, considering a case of lim-
ited observation time, the number of available snapshots is
reduced to 32 in this simulation. The SSMUSIC algorithm is
also applied by using twelve-sensor subarrays. Assume that
the multipath wave illuminates a dry ground surface where
its relative dielectric constant εr , standard deviation ςh and
conductivity δ are 7, 0.3m and 1 × 10−5 S/m, respectively.
The height of reflecting surface and the included angle are
10m and 0◦, respectively. In addition, the radar height is
100m and the vertical polarization pattern is utilized. The
target is located at 125km away with an altitude of 4km for
Fig. 4(a) and (b) and 5km for Fig. 4(c) and (d) respectively.
Fig. 4 depicts the RMSEs of target direction and target alti-
tude versus different SNR values, where the results are aver-
aged over 500 independent trials.

It is observed from Fig. 4 that the RML algorithm does
not perform as well as the other six algorithms when SNR
is larger than 5dB. In other words, the RML algorithm can
hardly identify the location of the real target even in high SNR
condition. This is because the commonly utilized determin-
istic multipath signal model produces mismatch for the com-
plex scenario used in this simulation. It can also be noticed
that the SSMUSIC algorithm and the method in [12] achieve
the performances slightly inferior to the relax algorithm, the
AP-ML algorithm, the method in [25] and the proposed algo-
rithm, possibly because the limited number of snapshots just
provides a relative low SNR and results in an inaccurate esti-
mate of the sample covariance matrix. Fig. 4 also reveals that
the method in [25], the AP-ML algorithm, and the relax algo-
rithm show almost the same performance and the proposed
algorithm slightly outperforms all the other algorithms in
high SNR conditions. In particular, it is worthmentioning that
the proposed algorithm almost approaches the corresponding
CRB for the complex multipath scenario when SNR is larger
than 10dB in Fig. 4(a) and (c). These results indicate that
the proposed algorithm can provide effective performance for
low-angle target localization in the complex scenario without
any prior information about the reflected multipath.

In order to examine the behavior of respective algorithms
in amore complex or generalized scenario, our last simulation
is to extend the consideration of the following condition.
A terrain with sloped reflecting surface is introduced,
as shown in Fig. 1, where both the height of the reflecting
surface hg and the included angle α are unknown beforehand.
Especially, a more complex scenario with only ten available
snapshots is taken into consideration to examine the abilities
of the algorithms in the environment of small sample size.
Assume that the height of reflecting surface and the included
angle are 20m and 5◦, respectively. The target is located at
125km away with an altitude of 6km for Fig. 5(a) and (b) and
7km for Fig. 5(c) and (d), respectively. The other parameter
settings are the same as before. Fig. 5 presents the estimation
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FIGURE 4. RMSE results of respective algorithms versus SNR using
32 snapshots with a horizontal reflecting surface. (a) target DOA
estimation for ht =4km; (b) target altitude estimation for ht =4km;
(c) target DOA estimation for ht =5km; (d) target altitude estimation for
ht =5km. All results are averaged over 500 Monte Carlo trials.

performances of target direction and target altitude versus
SNR, where the results are averaged over 500 independent
trials.

FIGURE 5. RMSEs results of respective algorithms versus SNR using
10 snapshots with a sloped reflecting surface. (a) target DOA estimation
for ht =6km; (b) target altitude estimation for ht =6km; (c) target DOA
estimation for ht =7km; (d) target altitude estimation for ht =7km. All
results are averaged over 500 Monte Carlo trials.

It is observed from Fig. 5(a) – (d) that the performance
of the RML algorithm is also heavily affected by the com-
plex environment due to the same reason as that described
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for the second experiment. We also observe that both the
SSMUSIC algorithm and the method in [12] incur a consid-
erable performance loss, possibly because the sample covari-
ance matrix estimation is not precise enough to distinguish
the direct path from the correlated multipath. Particularly,
it is worth noting that the proposed algorithm presents a
significant performance advantage over the other algorithms
for the generalized scenario with a sloped reflecting sur-
face and a small number of snapshots. Probably because
the inherent structure information of the spatial signals is
sufficiently exploited by taking the multipath attenuation
coefficient into consideration in the proposed algorithm. This
advantage makes our proposed algorithm attractive, espe-
cially for generalized scenario with complex terrain and/or a
limited number of snapshots. The results in Fig. 5(a) and (c)
also indicate that the proposed algorithm can approach the
corresponding CRB in high SNR situation.

B. MEASURED DATA VALIDATION
In this subsection, real data is utilized and analyzed to test the
target localization performance of the respective algorithms.
The real data is measured by an experimental array radar
systemwith twenty channels in elevation. The radar is located
at a hilly terrain environment with a variety of ground surfaces
such as vegetation, grove and cropland. The original mea-
surement is processed by pulse compression, moving target
indication and constant false alarm rate to detect targets and
to form a trajectory. In particular, it is worth pointing out that
only a few (e.g. ten or less) snapshots are available for most of
the CPIs of themeasured data. The flight path and the distance
of the target relative to the radar are shown in Fig. 6 and Fig. 7,
respectively. The processed results and estimation errors are
given in Fig. 8 and Fig. 9, respectively. The dashed lines in

FIGURE 6. Navigational track map of the target.

FIGURE 7. Varying target distance relative to the radar site.

FIGURE 8. Processed results of the measured data by respective
algorithms. (a) Comparison of elevation angles produced by SSMUSIC,
AP-ML, RML, relax, subspace based method in [12], rank-1 based method
in [25] and the proposed algorithms, (b) Comparison of altitudes
produced by SSMUSIC, AP-ML, RML, relax, subspace based method
in [12], rank-1 based method in [25] and the proposed algorithms.

Fig. 8 indicate the real target elevation angle or the real target
altitude recorded by the global positioning system (GPS).

It can be observed that the performances of all the methods
in Fig. 8 approach to the true elevation angle or altitude when
the target elevation is larger than 2.5

◦

, i.e., one half of a beam-
width. When the target elevation is less than 2.5

◦

, however,
the SSMUSIC algorithm, the RML algorithm and the method
in [12] have large estimation fluctuations from the true val-
ues, which demonstrates that the real signal target and its
multipath image cannot be accurately distinguished by these
three methods in the complex terrain. It is worth mentioning
that the method in [25] may have sometime considerable
deviation, probably because the selection of the regularization
parameter, which depends on the noise level in the received
signal, is not appropriate. In other words, the robustness of the
proposed algorithm is better than that of the method in [25].
In addition, the relax algorithm and the AP-ML algorithm
are adversely affected by the complex scenario, especially in
low elevation angle condition, whereas the proposed method
is still capable of providing relatively accurate estimations
of the target elevation angle and the target altitude. It is
also seen from Fig. 9 that all the altitude errors estimated
by the proposed algorithm are less than 260m, while the
percentages of the estimated altitude error that is less than
260m are 35.29%, 49.02%, 39.22%, 47.06%, 37.29% and
56.86% for the SSMUSIC algorithm, the AP-ML algorithm,
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FIGURE 9. Estimation errors from the measured data by respective
algorithms. (a) Errors of elevation angle produced by SSMUSIC, AP-ML,
RML, relax, subspace based method in [12], rank-1 based method in [25]
and the proposed algorithms (b) Errors of altitude produced by SSMUSIC,
AP-ML, RML, relax, subspace based method in [12], rank-1 based method
in [25] and the proposed algorithms.

the RML algorithm, the relax algorithm, the method in [12]
and the method in [25], respectively. These measured data
results demonstrate that the proposed algorithm is capable of
locating a target under the complex terrain with a very limited
number of measurements and without any prior knowledge of
the reflected multipath.

V. CONCLUSIONS
This paper studied the problem of target localization in
the presence of multipath propagation, where the influences
caused by both multipaths from complex terrain environment
and the limited number of available snapshots are taken into
consideration. Considering the strong sparsity of the spatial
signals, a tractable sparse representation based algorithm,
combined with alternatingly iterative scheme and adaptive
dictionary refinement technique, is proposed to deal with
this problem. The algorithm started with a scheme of SVD
to reduce both the signal dimension and the sensitivity to
noise and to formulate a combination of multiple time sam-
ple sparse representation problem in the signal subspace
domain. Then, a structural adaptive dictionarywas introduced
to exploit the inner structure information and to reduce the
sparsity of the spatial signals. In addition, our proposed algo-
rithm uses an efficient optimization procedure based on the
combination of alternatingly iterative scheme and adaptive

dictionary refinement technique, in which the target local-
ization and the dictionary refinement are adaptively realized.
Meanwhile, the CRB for the target’s elevation angle was
derived. Finally, the efficiency of the proposed algorithm was
examined by various simulated scenarios and real measured
data.

APPENDIX A
When there is no noise, (22) becomes

X = [x(t1), · · · , x(tl), · · · , x(tL)]
= [B�ω (t1) , · · · ,B�ω (tl) , · · · ,B�ω (tL)]
= B�W. (37)

We first consider the case of L = 1,

X = x(t1) = B�ω (t1) . (38)

It is clear that rank (X) = 1.
Next, we focus on the case of L > 1. Since there is only

one target, there is only one nonzero element in each column
of W, i.e., each ω (tl), where l = 1, · · · ,L, includes only
one nonzero entry. Since it is assumed that the movement of
a target can be neglected during the time interval {t1, · · · , tL},
the indices of the nonzero entries of the columns inW should
appear in the same row. This means that matrix W has only
one non-zero row and all the other rows are zeros, i.e.,
the rank of matrix W is one. Thus, the rank of matrix X is
one since X is not a zero matrix and its rank cannot be more
than one.

APPENDIX B
In this appendix, we present the derivation of the Cramer-Rao
bound for the target’s elevation angle, where the multipath
attenuation coefficient ρ̄ is treated as an unknown parameter.
Define ψ = [a (θd ) , a (θs)] and 0 = [1, ρ̄]T , (7) can be
equivalently expressed as

x (t) = aψ0s (t)+ n (t) , t ∈ {t1, · · · , tL} . (39)

The covariance matrix of the array measurement can be rep-
resented as

Rx = E
{
x (t) xH (t)

}
= a2σ 2

s ψ00
HψH

+ σ 2
N IM (40)

where σ 2
s = E

{
s (t) sH (t)

}
is the signal power, and IM is an

M ×M identity matrix.
Suppose there are L statistically independent samples dur-

ing the observation time. Now, the logarithm of the joint
probability density function can be expressed as

` = ln {F [x (t1) , x (t2) , · · · , x (tL)]}

= b− L ln {|Rx |} −

L∑
l=1

xH (tl)R−1x x (tl)

= b− L ln {|Rx |} − Ltr
{
R−1x R̂x

}
(41)
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where b is a constant term, and R̂x =
L∑
l=1

x (tl) xH (tl)
/
L.

Let η = [θd , θs, ρ̄Re, ρ̄Im] as the unknown parameter vector,
where ρ̄Re and ρ̄Im denote the real and imaginary parts of ρ̄,
respectively. Assume ηr represent the r-th element in η. Thus,
the (i, j)th element of the Fisher informationmatrix (FIM) can
be expressed as

Fηiηj = −E
{
∂2`

∂ηi∂ηj

}
. (42)

Since

∂R−1x
∂ηi

= −R−1x

(
∂Rx

∂ηi

)
R−1x , (43)

∂ ln
{∣∣R−1x ∣∣}
∂ηi

= tr
{
R−1x

(
∂Rx

∂ηi

)}
, (44)

the first order derivative of ` with respect to ηi can be com-
puted as

∂`

∂ηi
= −Ltr

{
R−1x

(
∂Rx

∂ηi

)}
+ Ltr

{
R−1x

(
∂Rx

∂ηi

)
R−1x R̂x

}
= Ltr

{
R−1x

(
∂Rx

∂ηi

)(
R−1x R̂x − I

)}
. (45)

The second order derivative can be similarly obtained as

∂2`

∂ηi∂ηj
= Ltr


∂
(
R−1x

(
∂Rx

/
∂ηi
))

∂ηj

×

(
R−1x R̂x − I

)


+Ltr


R−1x

(
∂Rx

∂ηi

)
×

∂
(
R−1x R̂x − I

)
∂ηj




= Ltr


∂
(
R−1x

(
∂Rx

/
∂ηi
))

∂ηj

×

(
R−1x R̂x − I

)


+Ltr


R−1x

(
∂Rx

∂ηi

)
×

(
R−1x

∂ (Rx)

∂ηj
R−1x R̂x

)
 . (46)

By using (46), (42) can be further expressed as

Fηiηj = Ltr
{
R−1x

∂Rx

∂ηi
R−1x

∂Rx

∂ηj

}
. (47)

Let Ḣηi = ∂H
/
∂ηi, ∀ i and H. Using (40), the derivative of

Rx with respect to θi can be computed as

∂Rx

∂θi
= σ 2

s ψ̇θi00
HψH

+ σ 2
s ψ00

H ψ̇
H
θi
. (48)

By utilizing the equation tr
{
Rx + RH

x
}
= 2Re {tr {Rx}},

we obtain

Fθiθj = 2Lσ 4
s Re

{
tr

(
R−1x ψ̇θi00

HψHR−1x ψ̇θj00
HψH

+R−1x ψ00H ψ̇
H
θi
R−1x ψ̇θj00

HψH

)}
.

(49)

Let ψ̇θ =
[
da (θd )

/
dθd , da (θs)

/
dθs
]
, the FIM correspond-

ing to θ = [θd , θs] can be represented as

Fθθ = 2Lσ 4
s Re

×

{ (
00HψHR−1x ψ̇θ

)
�
(
00HψHR−1x ψ̇θ

)T
+

(
ψ̇
H
θ R
−1
x ψ̇θ

)
�
(
00HψHR−1x ψ00H

)T }.
(50)

Furthermore, the other elements of the FIM corresponding to
the parameters in η can be similarly computed as follows

Fρ̄Reρ̄Re

= Ltr
{
R−1x

(
∂Rx

∂ρ̄Re

)
R−1x

(
∂Rx

∂ρ̄Re

)}
= 2Lσ 4

s Re

×

{ (
0HψHR−1x ψ0̇ρ̄Re

)
�
(
0HψHR−1x ψ0̇ρ̄Re

)T
+

(
0̇
H
ρ̄Re
ψHR−1x ψ0̇ρ̄Re

)
�
(
0HψHR−1x ψ0

)T },
(51)

Fρ̄Imρ̄Im

= Ltr
{
R−1x

(
∂Rx

∂ρ̄Im

)
R−1x

(
∂Rx

∂ρ̄Im

)}
= 2Lσ 4

s Re

×

{ (
0HψHR−1x ψ0̇ρ̄Im

)
�
(
0HψHR−1x ψ0̇ρ̄Im

)T
+

(
0̇
H
ρ̄Im
ψHR−1x ψ0̇ρ̄Im

)
�
(
0HψHR−1x ψ0

)T },
(52)

Fρ̄Reρ̄Im

= Ltr
{
R−1x

(
∂Rx

∂ρ̄Re

)
R−1x

(
∂Rx

∂ρ̄Im

)}
= 2Lσ 4

s Re

×

{ (
0HψHR−1x ψ0̇ρ̄Re

)
�
(
0HψHR−1x ψ0̇ρ̄Im

)T
+

(
0̇
H
ρ̄Re
ψHR−1x ψ0̇ρ̄Re

)
�
(
0HψHR−1x ψ0

)T } ,
(53)

Fρ̄Reθ

= Ltr
{
R−1x

(
∂Rx

∂ρ̄Re

)
R−1x

(
∂Rx

∂θ

)}
= 2Lσ 4

s Re

{(
0HψHR−1x ψ̇θ

)
�
(
00HψHR−1x ψ0̇ρ̄Re

)T
+

(
0̇
H
ρ̄Re
ψHR−1x ψ̇θ

)
�
(
00HψHR−1x ψ0

)T},
(54)

Fρ̄Imθ

= Ltr
{
R−1x

(
∂Rx

∂ρ̄Im

)
R−1x

(
∂Rx

∂θ

)}
= 2Lσ 4

s Re

{(
0HψHR−1x ψ̇θ

)
�
(
00HψHR−1x ψ0̇ρ̄Im

)T
+

(
0̇
H
ρ̄Im
ψHR−1x ψ̇θ

)
�
(
00HψHR−1x ψ0

)T},
(55)

Fρ̄Imρ̄Re = FHρ̄Reρ̄Im , (56)

Fθ ρ̄Re = FHρ̄Reθ , (57)

Fθ ρ̄Im = FHρ̄Imθ . (58)
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Now, the FIM matrix can be readily obtained by substituting
(50)—(58) into (59), expressed as

F =

 Fθθ Fθ ρ̄Re Fθ ρ̄Im
Fρ̄Reθ Fρ̄Reρ̄Re Fρ̄Reρ̄Im
Fρ̄Imθ Fθ ρ̄Im Fρ̄Imρ̄Im


4×4

. (59)

Then, it is easy to get the CRB of the target’s elevation angle
from the matrix F−1.
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