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ABSTRACT Change detection is one of the core issues of earth observation and has been extensively studied
in recent decades. This paper presents a novel deep neural network architecture based on information trans-
mission and attention mechanism. Existing methods rely on a simple mechanism for independently encoding
bi-temporal images to obtain their representation vectors. In view of the fact that these methods do not make
full use of the rich information between bi-temporal images, we introduce the information transmission
module in the design of DNN structure for doing the transmission and interaction of information. In addition,
we introduce the attention mechanism behind the information transmission module to give the corresponding
attention weight to each temporal image feature so as to enhance the change information of the image, which
noticeably improves final prediction. The proposed network is validated on real remote sensing image data
sets. Both visual and quantitative analyses of the experimental results demonstrate competitiveness of the
proposed method.

INDEX TERMS Remote sensing image, change detection, deep neural network, information transmission,
attention mechanism.

I. INTRODUCTION
Change detection is an important branch in the field of image
processing. It has a long history of research and evolved with
the development of computer vision. Change detection is the
process of quantitatively analyzing and determining surface
changes from object or phenomenon during the different
periods [1]. The goal of the change detection system is to
assign a binary label to each pixel based on a pair or series of
co-registered images of a given area taken at different times.
A positive label indicates that the area corresponding to the
pixel has changed. Changes can refer to urban expansion,
vegetation change [2], disaster assessment and so on. Change
detection is a great tool for mapping urban coverage, land use,
video monitoring, and other types of multi-temporal analysis.

Generally speaking, change detection methods can be
divided into three categories: 1) Pixel level: pixel is always
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the basic unit of image analysis and CD technology, and it
statistically analyzes the position where the change informa-
tion occurs [3]. But the disadvantage is that the efficiency
is low, the spatial and other characteristics are not taken
into account, and the anti-interference ability is poor (natural
factors such as sun illumination angle and surface humid-
ity) [4]. 2) Feature level: the manual feature information
(edge, shape, contour, texture) is extracted from the original
image by a certain algorithm, and then the comprehensive
analysis and change detection of these feature information
are performed. The feature level-based method has higher
operational efficiency, and the judgment of feature attributes
has higher credibility and accuracy, which reduces the inter-
ference of external factors on the results to some extent.
However, on the one hand, some information will be lost
in the process of feature extraction, so it is difficult to pro-
vide subtle information. On the other hand, it depends on
the result of feature extraction, but feature extraction itself
is difficult. 3) Object-based level: Based on the definition
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by [1], [5], OBCD can be defined as ‘‘the process of identi-
fying differences in geographic objects at different moments
using object-based image analysis’’. OBCD has become
increasingly popular due to its significant advantages over
pixel-based approach. Because it offers more possibilities for
the extraction of highly distinctiveness features that can better
highlight the changed regions [4]. It mainly detects certain
specific objects (such as roads, houses and other objects
with clear meanings), and detects changes based on image
understanding and image recognition. It is close to the needs
of users, the detection results can be directly applied, but the
object extraction has some difficulties.The traditional image
change detection methods based on feature level and object
level classify the objects in the image by extracting features,
such as minimum distance method, maximum likelihood
method, gray level co-occurrence matrix, wavelet transform
and so on. Traditional feature extraction work is complex
and time consuming, however, change detection, especially
disaster detection, requires more efficient feature extraction
methods.With the development of artificial intelligence, deep
learning has been introduced into the field of remote sensing
image processing. Commonly used deep learning algorithms
include Deep Belief Network (DBN) [6], Recurrent Neu-
ral Network (RNN), Convolutional Neural Network (CNN)
and more. Among them, CNN is the most commonly used
algorithm in the field of computer vision. It can achieve
high-precision classification and has obvious advantages in
processing 2-dimensional image data. CNN uses the original
image as input, avoiding the complicated feature extraction
process, and does not require excessive manual participation
in the feature learning process. RNN is a kind of neural
network for processing sequence data, so it is natural to use
RNN tomodel the temporal relationship between bi-temporal
images.

In this paper, we present a novel network architecture
which combines CNN with bidirectional long short-term
memory network (BiLSTM)[16]. The former is responsible
for extracting the rich spectral-spatial features of bi-temporal
images, while the latter is effective in analyzing the tempo-
ral dependence of bi-temporal images and transferring the
features of images. The features extracted by CNN module
can better realize information transmission through BiLSTM.
We also propose for the first time to apply the common
attention mechanism in text processing to the enhancement
of change information in the production of image feature
vectors.

In summary, the contributions of this paper are as follow:
1) We propose a novel end-to-end network framework

that combines CNN and RNN with information transmission
module.

2) We introduce attention mechanism into the change
detection task for improving detection performance for the
first time.

The rest of this paper is organized as follows. Section II
discusses other studies and related works. Section III

describes in detail the proposed network architecture for
change detection. Section IV contains qualitative and quan-
titative comparisons with previous change detection meth-
ods. Finally, the conclusion of this letter is drawn in
Section V.

II. RELATED WORK
In the early age of change detection, many existing
methods aim to obtain the difference map first [7],
including the traditional difference map generation oper-
ator [1], [8], [9] and deep neural network to generate the
difference map [10], [11], but generating the difference map
increases the time cost of change detection, and the quality of
the difference map generation also affected the performance
of the detection algorithms. Therefore, based on the existing
methods, researchers propose end-to-end change detection
method abandoning the step of generating difference map,
and extracting abstract features of images directly from the
original image using deep neural network. Reference [12]
introduced deep learning into change detection for the first
time, they learned the feature representation of the image
through DBNs network and superimposed the learned feature
vectors together. For such feature representation, the change
information was easy to be detected by image difference. Ref-
erence [13] proposed a change detection method based on a
deep Siamese CNN for optical aerial images, and the Siamese
network is learned to extract features directly from the image
pairs. Although the change detection method based on DBNs
and CNN can extract rich image features, neither of them
considers the temporality between bi-temporal images. For
modeling temporal connection between bi-temporal images,
almost all the mentioned approaches adopt simple strate-
gies: either image differencing or stacking. In this regard,
RNN, as an important branch of the deep learning family,
is a natural candidate for dealing with temporal relation-
ships between multiple time series data in change detection
problems. Reference [14] made RNN-based network to solve
the multispectral change detection task, in which, the joint
spectral-temporal feature representation is learned from a
bi-temporal image sequence using long short-term memory
network (LSTM). Reference [15] proposed a novel network
architecture, which is trained to learn a joint spectral-spatial-
temporal feature representation in a unified framework for
change detection of multi-spectral images. For this purpose,
they combined CNN and RNN into an end-to-end network
framework. The former is responsible for extracting the rich
spectral-spatial features of bi-temporal images, while the
latter is effective in analyzing the temporal dependence of
bi-temporal images.

Since our algorithm is based on deep neural net-
work(DNN), we should review DNN and attention mecha-
nism briefly before introducing our algorithm. DNN consists
of a range of networks such as CNN, RNN, etc. CNN and
RNN play a very important role in feature extraction and
delivery respectively.
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FIGURE 1. Internal Structure of LSTM Units.

A. CONVOLUTIONAL NEURAL NETWORK(CNN)
CNN [26] is a deep learning algorithm, which can receive
input images, assign importance (learning weights and devi-
ations) to all the objects contained in the images, and distin-
guish them. Compared with other classification algorithms,
the pretreatment requirement of CNN is much lower. The
function of CNN is to simplify the image into a more easily
processed form without losing the features that are essential
for good prediction.

The main core part is the convolution operation, and the
formulated convolution operation can be defined as follows:

zLk =
NL−1∑
i=1

XL−1i W L
ik + b

L
k , k = 1, 2, . . . ,NL (1)

Ow,b(x) = f
(
zLk
)

(2)

where zLk represents the output of the layer L,NL−1 represents
the number of feature maps in layer L − 1, NL represents the
number of feature maps in layer L, XL−1i represents the i− th
feature map in layer L − 1, W L

ik represents the weight of the
k−th feature map from the i−th feature map in layer L−1 to
the L, bLk represents the bias of layer L, and f (·) represents the
activation function, such as the Sigmoid activation function.

B. RECURRENT NEURAL NETWORK(RNN)
A recurrent neural network is a neural network that takes
the output of the previous step as input and inputs it to
the current step. The most important feature of RNN is the
hidden state, which remembers some information about the
sequence. Long Short-Term Memory (LSTM) [17], as one
of the RNN models, allows the network to collect and save
the relevant information and inject it into the model when
necessary. In addition, LSTM can also help solve the problem
of gradient disappearance during RNN training.

The internal structure of LSTM is shown in the Fig. 1. Xt
refers to input vector to the LSTM unit and ht refers to hidden
state vector also known as output vector of the LSTM unit.
Compared with the hidden layer operation of RNN, LSTM
has a complex structure and a LSTM cell can be divided into
an input gate,a forget gate and an output gate. These three
gates are used to preserve relevant information for the later
stages of the learning process.The input gate mainly acts on
the cell state, which is responsible for selectively adding new
information to the cell state,the forget gate selectively forgets

FIGURE 2. The Internal Structure of Attention Model.

the information in the cell state and the output gate controls
the influence of long-term memory on the current input. The
activation function of the LSTM gates is often the logistic
function.

C. ATTENTION MECHANISM
Attention mechanism [18] is a mechanism used to enhance-
ments to an effect of RNN (LSTM or BiLSTM) based
coding-decoding model. Attention mechanism is popular in
many fields, such as image annotation, speech recognition,
machine translation and so on. Attention mechanism can be
combined with many existing network models and interpo-
lated between layers. It can accept the output of the former
layer of the network and the state representation of the context
information, so that the context-related part of the output
of the former layer can be screened out by the attention
mechanism.

As we can see in the Fig. 2, attention model receives n
inputs y1, y2, . . . , yn and context C . The n input is the hidden
state of the output from the front layer of the network. The
output Z of the model is the arithmetic average of yi, and its
weight coefficient is the degree of correlation between each
input yi and context information. First of all, the aggregate
value mi of each input yi and context C is calculated by tanh
function. It is noteworthy that the calculation of each mi is
only related to its corresponding yi, and does not depend on
other inputs. The calculation formula is as follows:

mi = tanh
(
WcC +Wyyi

)
(3)

where Wc and Wy are the corresponding weight matrices.
Then the weighting coefficients si are calculated by using the
softmax function. The output Z of the attention model is the
average value of the weighted arithmetic of the input yi and
the weight coefficient si, and the calculation formula is as
follows:

Z =
∑

siyi (4)

Although the combination of CNN and RNN is a good
established technology for remote sensing applications,
the feature information between two temporal images is not
fully taken into account in the whole feature extraction and
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FIGURE 3. The overall framework of the proposed method.

FIGURE 4. The flow chart of the proposed method.

sequential modeling process, and the transmission of infor-
mation is lacking. In [15], the author directly regards the
image features extracted by CNN at the previous moment as
the hidden state of the RNN at the next moment and there is
no interactive process.

On this foundation, we introduce an information transmis-
sion module, which is responsible for the transmission and
interaction of features between bi-temporal images.We trans-
mit information between the state identification of image
processing features at the previous moment and the features
at the next moment. BiLSTM can transmit and process the
front and back information better than single-layer RNN.
The state representation of the image features is obtained
by the first BiLSTM, and the information are transmitted
through the second BiLSTM. Besides, we integrate the atten-
tion mechanism behind the information transmission module
to give the corresponding attention weight to each tempo-
ral image feature to enhance the change information of the
image, which noticeably improves final prediction. As far as
we know, it is the first time that attention mechanism has been
introduced into the image change detection task.

III. PROPOSED FRAMEWORK
This section describes our network framework in detail. The
architecture of the proposed method, as shown in Fig. 3, con-
sists of four parts, including a convolution module, an infor-
mation transmission module, an attention module, and an
output module, from bottom to top. The convolution mod-
ule is configured to perform bi-temporal image features

extraction on the input image blocks by two independent
convolutional neural networks. On the top of convolution
module, the information transmission module uses the fea-
ture maps obtained by the convolution module as input to
perform the transfer and interaction of the features of the
bi-temporal images. The third part gives the corresponding
attention weight to the hidden state of each branch image
feature. The output module is two fully connected layers that
are widely used in classification problems.We supply our
overall framework with flow chart. In Fig.4, we use a certain
proportion of the changed and unchanged parts as training
set and test set. Generating change detection images by deep
neural network and evaluating them. Although the network
is made up of different modules, it can be trained end-to-end
through the back-propagation algorithm.

A. SPECTRAL-SPATIAL FEATURE EXTRACTION VIA
THE CONVOLUTION MODULE
Since it is time-consuming and difficult to extract image
features manually, and the extracted image features are rel-
atively simple, therefore, it directly resorts to the powerful
feature extraction ability of CNN to extract spectral spatial
features. CNN is an important branch of deep learning, which
has attracted people’s attention because it can automatically
discover related contextual 2D spatial features and spectral
features. Let I1 and I2 be two patches obtained from exactly
the same position in the t1 and t2 images. Both of them have
a shape of 9× 9× c, where c is the number of channels.The
reason why we choose image patch of 9 × 9 will be given
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in Section IV. Let Y be the label that indicates the class
to which the patch belongs (changed or not changed). The
convolution module receives I1 and I2 as input, and has two
separate but identical CNN branches (i.e., T1 branch and
T2 branch (see Fig.3)), which process I1 and I2 in parallel,
and the acquired image features are fed into the following
information transmission module. Because of the size of
the image patch is very small, we choose a convolutional
filter with the receiving field 3 × 3 instead of using a larger
filter, such as 5 × 5. We also use spatial padding in the
convolution layers, and there is no pooling operation behind
the convolutional layer. The convolution module has a depth
of 2, and the reasons for not making use of more complex
network structure similar to VGG, ResNet, etc., [19] which
is typical in identification tasks, are as follows. First, since
the spatial resolution of multispectral images is limited, it is
necessary to make the input size small, thereby naturally
reducing the depth of the network. Second, the size of our
input image is very small, and we apply spatial padding
in the convolution and discard the pooling layer. The large
depth of the convolution module will lead to more misleading
information introduced by the spatial padding. Third, in the
change detection problem, smaller networks are obviously
more efficient, and the real-time performance of the test can
be implemented on a large scale.

B. INFORMATION TRANSMISSION MODULE
RNN is a type of neural network used to process sequence
data. First of all, we need to clarify what is sequence data.
Time series data refers to data collected at different points in
time. This kind of data reflects the state or degree of a thing,
phenomenon, etc that changes over time. Of course, it can be
more than just time, such as a sequence of words. However,
there is a characteristic of the total sequence data, that is,
the latter data is related to the previous data. Reflected in
image change detection task, RNN can well model temporal
dependence between two input images. LSTM is a variant
of RNN, and LSTM model can better capture long-distance
dependencies. Because the LSTM can learn what to remem-
ber and what to forget through training process. However,
there is still a problem with modeling with LSTM that
cannot encode information from back to front. When we
judge the category of a pixel at a certain location, we rely
not only on the upstream information of the location but
also on the downstream information. BiLSTM is a combi-
nation of forward LSTM and backward LSTM, which is
often used to model context information in natural language
processing tasks. We use BiLSTM to better capture bidi-
rectional feature dependencies between bi-temporal images.
Moreover, when modeling sequential dependencies, we can-
not ignore the information between feature representations.
Therefore, the additional information transfer module is inte-
grated throughout the framework. The specific process is as
follows.

As shown in Fig. 3, the information transmission mod-
ule comprises a first BiLSTM and a second BiLSTM

sequentially connected, and the first BiLSTM is used to
obtain the state representation of each branch image fea-
tures. Specifically, the extracted image features are reshaped
adapted to the input format of BiLSTM, and then the image
features of each branch are sent to the first BiLSTM of weight
sharing to get the state representation. The second BiLSTM
is used for image information transmission and interaction
through each branch image feature and its state representa-
tion. The image features of each branch are input into second
BiLSTM, and the initial state of second BiLSTM is initialized
as the state representation of another branch image feature.
In this way, the information transmission and interaction in
the second BiLSTM are carried out, and the hidden state of
each temporal image feature is output after interaction.

C. ATTENTION MODULE
In recent years, the combination of deep learning and visual
attention mechanism is mostly focused on the use of mask
to form attention mechanism. The principle of mask is to
identify the key features in the image data by another layer
of weight, and through learning and training, the deep neural
network can learn the areas that need attention in every new
picture. This idea has evolved into two different types of
attention, one is soft attention, the other is hard attention.
The key point of soft attention is that this kind of atten-
tion focuses more on the region or the channel, and it is
the definite attention. After learning is completed, it can be
directly generated through the network. Secondly, the most
important point is that soft attention is differentiable, which is
very important. Differential attention can be used to calculate
gradients through neural networks, and to learn the weight
of attention through forward propagation and backward feed-
back. The difference between hard attention and soft attention
is that, first of all, hard attention pays more attention to point,
that is, every point in the image is likely to extend attention.
Meanwhile, hard attention is a random prediction process,
with more emphasis on dynamic changes. The key point is
that hard attention is a non-differentiable attention, and the
training process is often completed through reinforcement
learning.

In order to enhance the change information, we integrate
the soft attention mechanism behind information transmis-
sion module. Specifically, the hidden state of each branch
image features outputted by the information delivery mod-
ule is used as an input of the attention module, then the
corresponding attention weights are assigned to each tem-
poral image features through the soft attention mechanism,
and the weighted representation of each branch features is
obtained.

D. OUTPUT MODULE
The output shape of the attention module is two dimensions,
while the input shape of the fully connected layer is required
to be one-dimensional. In order to adapt to the input format of
the fully connected layer, we first perform GlobalMaxPool-
ing1D operation on it. GlobalMaxPooling1D for temporal
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FIGURE 5. Optical aerial image pairs of SZADA/1 data set and radiation
correction result. (a) Image acquired at t1. (b) Image acquired at t2.
(c) Radiation correction result for image at t2. (d) Ground truth.

data takes the max vector over the steps dimension. So a
tensor with shape (samples, steps, features) becomes a tensor
with shape (samples, features) after global pooling.

IV. EXPERIMENTAL STUDY
A. DATA SETS
In order to evaluate the performance of our proposed method,
we choose two data sets for comparative experiments. One of
them is SZTAKI AirChange Benchmark set [20], which is a
ground truth collection for change detection in optical aerial
images taken with a few years of time difference and in differ-
ent seasonal conditions. The dataset contains three groups of
optical aerial image pairs, named TISZADOB, SZADA and
ARCHIEVE, in which respectively contains 5, 7, and 1 image
pairs of size 952 × 640, resolution 1.5m/pixel and binary
change masks (drawn by an expert). Given the apparent
differences in radiation condition, color histogram matching
is applied to the two co-registered images. Another is a data
set for building change detection, called QuickBird data set,
which is stored in Tiff image file format and captured in
Guangdong Province, China, in 2015 and 2017, respectively.
Each image contains four channels, namely, blue, green, red
and near infrared in our experiments, three sets of images
of the data set were used, each of which contained 512 ×
512 pixels. And Figs.5-10 show different images in different
data sets.

B. OPTIMIZATION AND MANAGEMENT
OF TRAINING DETAILS
We choose Adam [21] with learning rate 0.0001 as an
optimization algorithm, which can be seen as a modified
Momentum+RMSProp algorithm, quite robust to the choice
of hyper-parameters. Xavier initialization [22] is applied to
initialize the weight of each layer of the network. The batch
size of training data is set to 32, we train the network for
100 epochs until the overfitting occurs, where early-stopping

FIGURE 6. Optical aerial image pairs of TISZADOB/3 data set and
radiation correction result. (a) Image acquired at t1. (b) Image acquired
at t2. (c) Radiation correction result for image at t2. (d) Ground truth.

FIGURE 7. Optical aerial image pairs of SZADA/2 data set and radiation
correction result. (a) Image acquired at t1. (b) Image acquired at t2.
(c) Radiation correction result for image at t2. (d) Ground truth.

FIGURE 8. Building change detection data set 1. (a) Image acquired at
2015. (b) Image acquired at 2017. (c) Ground truth.

plays an important role. Dropout [25] is also added to the
network as a means of avoiding over-fitting by randomly
zeroing the output of some nodes in the training phase. In this
paper, dropout is set after each hidden layer, and about 20%
of the output of nodes is randomly zeroed. What’s more,
we implement the proposed network based on the keras
framework, and a single NVIDIA GTX 1070ti GPU with 8G
memory is used for training and testing.
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FIGURE 9. Building change detection data set 2. (a) Image acquired at
2015. (b) Image acquired at 2017. (c) Ground truth.

FIGURE 10. Building change detection data set 3. (a) Image acquired at
2015. (b) Image acquired at 2017. (c) Ground truth.

FIGURE 11. Experimental results by the proposed method and other
methods on SZADA/1 data set. (a) Result by CNN. (b) Result by
CNN-LSTM. (c) Result by our proposed method.

FIGURE 12. Experimental results by the proposed method and other
methods on TISZADOB/3 data set. (a) Result by CNN. (b) Result by
CNN-LSTM. (c) Result by our proposed method.

C. RESULTS AND EVALUATION
The precision(P), recall(R), and F1−score [23] are employed
to quantitatively evaluate the performance of the proposed
method, and the ROC curve [24] is analyzed graphically to
evaluate the performance of the proposed method.

1) EXPERIMENTAL RESULTS OF SZTAKI AIRCHANGE
BENCHMARK DATA SET
The experimental results on the SZTAKI AirChange Bench-
mark data set are shown in Figs. 11-14 and Table 1.
Among them, Fig. 11 shows the detection result of the

CNN method has the most noise points, and the white area is
not smooth. Compared with the other twomethods, the detec-
tion result is rough. The main reason is that the CNN method
only extracts the spectral-spatial features of the image for
classification, but it does not consider the time dependence

FIGURE 13. Experimental results by the proposed method and other
methods on SZADA/2 data set. (a) Result by CNN. (b) Result by
CNN-LSTM. (c) Result by our proposed method.

FIGURE 14. ROC curves of the three different methods for the SZTAKI
AirChange Benchmark set. (a) ROC curves for SZADA/1 data set. (b) ROC
curves for TISZADOB/3 data set. (c) ROC curves for SZADA/2 data set.

TABLE 1. Quantitative comparison among different methods on the
SZTAKI AirChange Benchmark set.

of the bi-temporal image, so it is sensitive to image noise,
which leads to the occurrence of misjudgment. By compar-
ing the change detection results of the CNN-LSTM method
and the proposed method in Fig. 11, it is difficult to dis-
tinguish the detection results of the two methods visually.
However, through the quantitative evaluation in Table 1,
the performance of the CNN-LSTM method is better than
that of the proposed method, but the detection accuracy of
this sub-dataset is low on the whole.

Fig. 12 shows CNN method and our proposed method
have many black holes, and there are many missed detec-
tion points, while the change area detected by CNN-LSTM
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FIGURE 15. Experimental results by the proposed method and other
methods on building change detection data set 1. (a) Result by CNN.
(b) Result by CNN-LSTM. (c) Result by our proposed method.

FIGURE 16. Experimental results by the proposed method and other
methods on building change detection data set 2. (a) Result by CNN.
(b) Result by CNN-LSTM. (c) Result by our proposed method.

FIGURE 17. Experimental results by the proposed method and other
methods on building change detection data set 2. (a) Result by CNN.
(b) Result by CNN-LSTM. (c) Result by our proposed method.

method is relatively smooth. The evaluation indicators
in Table 1 are also superior to the other two methods.

Fig. 13 shows the detection result of CNN method are
obviously worse than those of the other two methods, while
the CNN-LSTM method has multi-detection phenomenon
comparedwith our proposedmethod. In Table 1, the proposed
method is superior to the two comparison methods in terms
of comprehensive evaluation indicator F1 − score.

In addition, Fig. 14 shows the ROC curve of the threemeth-
ods on the SZTAKI AirChange Benchmark data set. It can be
seen that the ROC curve of the CNN-LSTM method is close
to the upper left corner, so the detection result is the best.
Generally speaking, in the SZTAKI AirChange Benchmark
data set, the detection performance of CNN-LSTM is similar
to that of our proposed method, and slightly better than that
of our proposed method. The performance of CNNmethod is
the worst.

2) EXPERIMENTAL RESULTS OF QUICKBIRD DATA SET
The experimental results on the QuickBird data set are shown
in Figs. 15-18 and Table 2.

FIGURE 18. ROC curves of the three different methods for the QuickBird
data set. (a) ROC curves for data set 1. (b) ROC curves for data set 2.
(c) ROC curves for data set 3.

TABLE 2. Quantitative comparison among different methods on the
QuickBird data set.

In Fig. 15, the white noise point of the CNN method is
the most, and there is a serious multi-detection phenomenon,
and the details of the image are not well preserved. The
CNN-LSTM method has obvious false alarm phenomenon
in the upper left corner of the detection results compared
with our proposed method. The change area detected by our
proposed method is relatively smooth, mainly because the
information transmission module and the attention mecha-
nism are added when designing the network model, which
significantly improves the detection performance. The pro-
posed method is also much higher than the two comparison
methods on the term of F1 − score in Table 2.
As shown in Fig. 16, the surface condition of the data set is

very complex and the detection results of the three methods
all have serious white noise. The proposed method is visually
superior to the other two methods.

Fig. 17 shows all the three methods have white bar areas,
leading to the occurrence of multi-detection. Compared with
the reference image, the noise point of the proposed method
is much less than the other two methods. The F1 − score of
the proposed method in Table 2 is much higher than that of
CNN and CNN-LSTM.
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FIGURE 19. Change detection results of building change detection data
set 1 achieved by (a) Remain attention mechanism. (b) Remove attention
mechanism.

FIGURE 20. Change detection results of building change detection data
set 2 achieved by (a) Remain attention mechanism. (b) Remove attention
mechanism.

As shown in Fig. 18, we can see that the classification
effect of the proposed method is better by observing the
ROC curves of the three methods on the QuickBird data set.
Overall, our proposedmethod has the best detection results on
the QuickBird data set, followed by the CNN-LSTMmethod,
and the CNN method has the worst effect.

3) EXPERIMENTAL RESULTS ON WHETHER
ATTENTION MECHANISM EXISTS
In order to prove the validity of attentionmechanism, we have
carried out relevant experiments, and compared the results
of retaining attention mechanism and eliminating attention
mechanism. The experimental results show that attention
mechanism is effective.

As shown in Fig. 19, compared with our proposed algo-
rithm, images without attention mechanism do not perform
well in noise suppression and image details preservation.
In Fig. 20, white speckle noise is almost as much as the real
part and it is obviously that attention mechanism suppresses
noise. In Fig. 21, there are some changes that can not be
detected without retained attention mechanism, and the white
noise is more than our proposed algorithm. The proposed
method is also much higher on the term of F1 − score
in Table 3. Considering comprehensively, attention mech-
anism is effective in preserving image details, suppressing
noise and detecting changing areas.

FIGURE 21. Change detection results of building change detection data
set 3 achieved by (a) Remain attention mechanism. (b) Remove attention
mechanism.

TABLE 3. The influence of different patches on the experimental results.

FIGURE 22. Change detection experimental results on QuickBird
Dataset1. (a)5 × 5. (b)7 × 7. (c)9 × 9. (d)11 × 11.

4) EXPERIMENTAL RESULTS OF THE DIFFERENT PATCHES
Image patch is a very important parameter in our algorithm.
In the experiment, in order to illustrate the effect of differ-
ent image patches on the experimental results. We guaran-
teed that the network parameters were the same as previous
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FIGURE 23. Change detection experimental results on QuickBird
Dataset3. (a) 5 × 5. (b) 7 × 7. (c) 9 × 9. (d) 11 × 11.

FIGURE 24. Change detection experimental results on TISZADOB/3.
(a)5 × 5. (b) 7 × 7. (c) 9 × 9. (d) 11 × 11.

experiment, and sent the different image patches of 5, 7,
9 and 11 respectively. The experimental results are shown
in Figs.22-25 and Table 4.

Fig.23 shows the change detection experimental results on
QuickBird Dataset3.It can be seen that the image patch of the
5× 5 and 7× 7 both have serious white noise. For 11× 11,
although it has good resistance to noise, it is not good for
image detail protection. The advantage of 9× 9 image patch
in comparison with 5 × 5 and 7 × 7 is that it performs well
in anti-noise. While compared with 11 × 11, it protects the
details of the image well.

As shown in Fig.25, the image patch of 9×9 is superior to
the other three in noise resistance and image detail preserva-
tion. Considering comprehensively, we can conclude that the

FIGURE 25. Change detection experimental results on SZADA/2. (a) 5 × 5.
(b) 7 × 7. (c) 9 × 9. (d) 11 × 11.

TABLE 4. The influence of different patches on the experimental results.

image patch of 9 × 9 is better than the other three in noise
resistance and image detail protection.
F1 − score as our main evaluation indicators, we can see

that when the image patch is 9 × 9, three of the four data
sets have the best results. Although there is one result that is
not the best, it is not much different from the best one. Finally,
according to the Figs.22-25 and Table 4, we choose the image
patch of 9× 9.

V. CONCLUSION
In this paper, we present a novel neural network architec-
ture, which introduces information transmission and atten-
tion mechanism.Information transmissionmodule can extract
joint spectral-spatial-temporal features from bi-temporal
multispectral images, which makes full use of the rich seman-
tic information. In addition, in order to further improve the
image change information, we add the attention mechanism
to the design of the model framework. Moreover, it is end-
to-end trainable. All these properties make it an excellent
approach for multi-temporal remote sensing data analysis.
The experimental results show that the proposed method can
compete with the state-of-the-art methods and even performs
better. Our future works will focus on new mechanisms
for training adaptation, such as semi-supervised training for
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training proposed models, usually with a small amount of
labeled data with a large amount of unlabeled data.
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