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ABSTRACT When we take a picture through glass windows, the photographs are often degraded by
undesired reflections. To separate reflection layer and background layer is an important problem for
enhancing image quality. However, single-image reflection removal is a challenging process because of the
ill-posed nature of the problem. In this paper, we propose a single-image reflection removal method based
on generative adversarial networks. Our network is an end-to-end trained network with four types of losses.
It includes pixel loss, feature loss, adversarial loss, and gradient constraint loss. We propose a novel gradient
constraint loss in order to separate the background layer and the reflection layer clearly. Gradient constraint
loss is applied in a gradient domain and it minimizes the correlation between the background and reflection
layer. Owing to the novel loss and our new synthetic dataset, our reflection removal method outperforms
state-of-the-art methods in PSNR and SSIM, especially in real world images.

INDEX TERMS Image restoration, deep learning, reflection removal, image separation, generative adver-
sarial network.

I. INTRODUCTION
When taking photographs through transparent material such
as glass or windows, undesired reflections often ruin the
images. To obtain clear images, users may make dark sit-
uation or change the camera position but it is not effective
for removing reflections because of the limitation on space.
The reflection does not only degrade the image quality but
also affects the results of applications such as segmentation
or classification. Thus, removing reflections from an image is
an important task in computer vision. The example of single-
image reflection removal task is shown in Fig. 1.
Separating background layer and reflection layer is an ill-

posed problem because the photographing situation is not
fixed. The thickness of the glass, the number of the glass,
the transparent rate, and the reflection rate could change and
we cannot model them in an appropriate manner. To solve
this ill-posed problem, multiple input images or a video is
used in many methods [1]–[8]. Inputting multiple images
makes the ill-posed problem easier to solve but in actual
cases, it is difficult to prepare adequate multiple images. It
is because additional devices such as polarizing filter [2]
are sometimes required but they cannot be obtained readily.
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FIGURE 1. A visualization of single-image reflection removal. Fig. 1a is a
synthetic input image which includes reflections. Fig. 1b is a generated
background image of our method and Fig. 1c is a reflection layer.

Even if additional devices are not required, users have to take
several photographs from different view and this is difficult
when the space is limited or the object is not stationary. In
addition, most photographs which are already taken do not
contain multiple view images so the study of single-image
reflection removal is important.

Recently, some methods were proposed to remove reflec-
tion without using multiple images [9]–[17]. Methods in
[9]–[11] are based on solving optimization problem. Since
understanding the image structure is important in remov-
ing reflections, Convolutional Neural Network (CNN) was
applied in some methods [12]–[14]. In particular, Generative
Adversarial Networks (GAN)-based methods [15]–[17] have
produced good results. Generally, It is said that GAN-based
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methods can generate more realistic images than other meth-
ods since adversarial loss encourages networks to generate
images which follow natural image distribution. Though in
the case of reflection removal, GAN-based methods still
have problem with achieving both reflection-free and natural
image. BDN [15] and ERR Net [17] sometimes generate an
image with unnatural color tone. This is occured because
they do not consider the correlation between background and
reflection layers. Since the color tone is degraded when the
structure of background layer appears in the reflection layer,
it is important to keep the structure of background layer
and reflection layer independent. PL Net [16] considers the
correlation between two layers but this approach does not deal
with the case when overexposure is occurred.

In this paper, we propose a novel single-image reflection
removal method based on generative adversarial networks.
We propose a new training loss called ‘‘gradient constraint
loss’’ in order to preserve texture and structure information
effectively while separating background and reflection layer.
Gradient constraint loss keeps the correlation between back-
ground and reflection layer low. Since the background layer
and reflection layer have no relevance, it is important not to
share the information in these two layers. In addition, we use
Tanhshrink function when calculating gradient constraint loss
in order to compress small gradients. Owing to this function,
our network can keep training effectively even if overexpo-
sure is occurred in training images. The detail is described
in Sec. IV-B.4. To train our network, we use combination
of four kinds of losses including pixel loss, feature loss,
adversarial loss, and gradient constraint loss. Feature loss is
applied to both background layer and reflection layer so it is
possible to separate the image into two layers while retaining
the image features. When training the networks, we used
several reflection models and applied many conditions to the
synthetic reflection images. It leads our network to remove
a real world reflection which has perplexing conditions. The
contributions of our paper are summarized below:
• We propose a new Gradient Constrained Net-
work (GCNet) for single-image reflection removal.
When training our network, we use four types of losses
including pixel loss, feature loss, adversarial loss, and
gradient constraint loss. Since the gradient constraint
keeps the correlation between background and reflection
layer low, the output background layer preserves texture
information well and the visual quality is high.

• We applied many kinds of terms to the training dataset,
which enable our trained network to remove reflections
in many challenging real conditions.

The overview of our method is shown in Fig. 2. Our code is
available at https://github.com/ryo-abiko/GCNet.

II. RELATED WORK
Since reflection separation is an ill-posed problem, many
methods use multiple images [1]–[5], [7], [8] or video [6]
as an input. Multiple images make the ill-posed problem
easier to solve but they are difficult to obtain and additional

FIGURE 2. The overview of our method. B is ground truth background
layer and R is ground truth reflection layer. Generator, discriminator, and
feature extractor are based on CNN. The architecture of the generator is
shown in Fig. 3.

operation will be required. Thus, single-image reflection
removal methods are mainly considered in this paper.

A. OPTIMIZATION BASED METHODS
Several methods use optimization to suppress the reflection in
a single image. To solve an optimization problem, additional
prior such as gradient sparsity [10], [11] or gaussian mixture
models [9] is needed. These methods can suppress reflections
effectively when the input image follow the assumption but
when the assumption cannot be applied, the result will be
catastrophic.

B. DEEP LEARNING BASED METHODS
The first method which uses deep convolutional neural net-
works for reflection removal was proposed by Fan et al.
in [12]. Two networks are cascaded and they first predict
edges of background layer by using the first CNN. The pre-
dicted edge is used for the guide when reconstructing back-
ground layer by using the second CNN. Since they only use
pixel-wise loss function in the training process, the semantic
structure is not considered. In particular, Generative Adver-
sarial Networks (GAN)-based methods have produced out-
standing results in reflection removing task, likewise in other
computer vision tasks such as inpainting [18] and super-
resolution [19]. Zhang et al. proposed PL Net [16] which is
trained by loss function composed of feature loss, adversarial
loss, and exclusion loss. The network architecture and loss
function are tuned to focus on both low-level and high-
level image information. The network is weak in processing
overexposed images because their training method does not
cope with those problem. Yang et al. [15] proposed a network
which predicts the background layer and reflection layer
alternately. They use L2 loss and adversarial loss to train
the networks. Wei et al. proposed ERR Net [17] which can
be trained by misaligned data. The image features which
are obtained by pre-trained VGG19 network [20] are used
as input data and they are also used in calculating feature
loss. Since these two methods do not focus on the correlation
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between background and reflection layer, they sometimes
generate an image with unnatural color tone.

III. SUPPORTING METHODS
A. SYNTHETIC REFLECTION IMAGE
In this paper, we denote I as an image with reflections. The
background layer is denoted as B and the reflection layer
is denoted as R. In this case, I can be modeled as a linear
combination of B and R as below:

I = B+ R. (1)

In previous work, R is generated by using several reflection
models. In our training method, we use three of them. Since
people usually focus on background layer when taking a
photograph, reflection layer tends to be less focused and
blurred [10]. This can be synthesized by applying Gaussian
filter to the reflection layer. When we denote Ro as an original
reflection image, first reflection model can be expressed as:

R1 = αK ∗ Ro, (2)

where R1 is a synthetic reflection layer, K is a Gaussian
kernel, and α is a reflection rate. When the glass is thick or
the window is double-paned, ghosting effects will appear in
the captured image [9], [13]. Reflection layer with ghosting
effect R2 can be expressed as:

R2 = βK ∗ H ∗ Ro, (3)

where H is a random kernel with two pulses and β is a
reflection rate. Third model is proposed by [12], which can be
computed by subtracting a value from reflection layer. This
model can be expressed as:

R3 = K ∗ Ro − γ, (4)

where R3 is a synthetic reflection layer and γ is an amount of
shift. In our method, γ is computed in the same way which
is described in [12]. Restoring B from I is the final goal of
single-image reflection removal methods but it is difficult
because solving B from I is an ill-posed problem.

B. GENERATIVE ADVERSARIAL NETWORKS
Generative adversarial networks (GAN) [21] is a learning
method which maps noise to an image. GeneratorG is trained
to create a real-like image and discriminator D is trained to
judge whether the discriminator input is real or not. When
training GAN, min-maximizing process between generator
and discriminator is applied and it can be expressed as:

min
G

max
D

V (G,D) = Ex[logD(x)]+ Ez[log(1− D(G(z)))],

(5)

where x is an image and z is a noise variable. When GAN
is applied to image restoration tasks, z should be a deteri-
orated image. Since GAN is good at solving inverse prob-
lems, it has shown remarkable results in image processing
such as inpainting [18], colorization [22], denoising [23], and
super-resolution [19].

FIGURE 3. The architecture of our proposed generator. It is based on
UNet++ L4 [24].

IV. PROPOSED METHOD
Our method removes reflections from a single image with
a training-based algorithm using GAN. We represent that
our GAN-based method with gradient constraint can remove
reflections effectively. The overview of our method is shown
in Fig. 2.

A. NETWORK MODEL
We illustrate the proposed generator architecture in Fig. 3.
The network structure of our proposed method is based on
UNet++ L4 [24]. It is a combination of convolutional layer,
batch normalization layer [25], leaky ReLU layer [26], max
pooling layer, and bilinear interpolation layer. Since we adapt
deep supervision structure [24], there are four outputs.We use
B̂ as a main output and the other outputs are used for comput-
ing pixel loss. The filter size of the convolutional layers are
set to 3× 3. The number of the channels in the convolutional
layers in Cx,y are set to 2x+5.

Our discriminator is composed of the enumeration of con-
volutional layer, batch normalization layer, and leaky ReLU
layer. The stride of convolutional layers is set to 2 in every
two convolutional layers. Since the final output size of our
discriminator is 16× 16, L2 difference is applied to compute
the adversarial loss.

B. LOSS FUNCTIONS FOR GENERATOR
In our method, we applied four kinds of losses to separate
background and reflection layer effectively. Let G, D, F be
generator, discriminator, and feature extractor, respectively.
Generated background image B̂i can be obtained by inputting
image Ii into generator G. In our method, we do not estimate
reflection layer directly so the reflection layer R̂i is estimated
by subtracting generated background image from the input
image. Thus, the estimation of B̂i and R̂i can be expressed as:

B̂i = G(Ii; θG)

R̂i = Ii − B̂i (6)

where θG is the set of weights of Generator G. The main
purpose in the training process is tominimize the lossLG(θG).
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FIGURE 4. The example of overexposure. The ground truth reflection layer contains a structure of the background layer since clipping is caused.

Our loss LG(θG) is a combination of four kinds of losses and
can be defined as:

LG(θG) = µ1LMSE + µ2Lfeat + µ3Ladv + µ4LGC. (7)

LMSE is a pixel loss which computes the L2 difference and
Lfeat is a feature loss which is applied in feature domain.Ladv
is an adversarial loss andLGC is a novel loss which is effective
for separating background and reflection layers.

1) PIXEL LOSS
Pixel loss is applied to compare the pixel-wise difference
between generated image and ground truth image. Since min-
imizing the mean squared error (MSE) is effective for avoid-
ing vanishing gradient problem in training GAN [27], we use
MSE loss function to calculate the pixel loss. Our generator
generates four images including one main generated image
B̂ and three supporting images B̂1, B̂2, and B̂3. B̂1, B̂2, and
B̂3 are used only for calculating the pixel loss and they have
a good influence in training process [24]. To emphasize the
optimization of main generated image, the four output images
are weight-averaged when the pixel loss is computed. The
additional information is shown in Fig. 3. From the above,
our pixel loss is computed by calculating L2 difference and it
is expressed as:

B̂1i = G1(Ii; θG), B̂2i = G2(Ii; θG), B̂3i = G3(Ii; θG)

LMSE =

N∑
i

||
1
8
(5 ∗ B̂i + B̂1i + B̂2i + B̂3i)− Bi||2 (8)

where G1, G2, G3 are the part of generator G and Bi is a
ground truth background image.

2) FEATURE LOSS
In the reflection removing task, it is important to preserve the
structure of the image. Since the pixel loss cannot optimize
the semantic feature of the image, we adopted feature loss in
our method. Pretrained VGG-19 network [20] is applied for
the feature extracting network and the outputs from the layer
‘conv5_2’ are used for the computation. We calculate the L1
difference between the feature vector of generated image and
ground truth image. Since background layer and reflection
layer have different image structure, the feature loss is applied
to both background and reflection layer. Our feature lossLfeat

is expressed as:

Lfeat =

N∑
i

(||F(B̂i)− F(Bi)||1 + ||F(R̂i)− F(Ri)||1). (9)

3) ADVERSARIAL LOSS
It is known that simple CNN-based networks with MSE loss
tend to generate blurry and unnatural images. It is because the
images generated by those methods are the average of several
natural solutions [19]. To avoid this problem, adversarial
loss was proposed in [21]. The adversarial loss is applied
to encourage generator to generate images which follows
natural image distribution. In the reflection removing task,
the deterioration of color tone is a common problem but in our
method, applying the adversarial loss restrained this problem.
The adversarial loss in our method is expressed as:

Ladv =

N∑
i

||1− D(B̂i; θD)||2. (10)

4) GRADIENT CONSTRAINT LOSS
The main task in a single-image reflection removal is to
separate a single image into two layers including background
layer and reflection layer. In most cases, background layer
and reflection layer have no correlation so minimizing the
correlation between two layers is effective in this task. To
minimize the correlation, we applied a novel loss function
called gradient constraint loss. It is applied in a gradient
domain in order to make the task easier. Our gradient con-
straint loss is composed of two terms:LGCM andLGCS.LGCM
is a term to keep the correlation between two layers low
and LGCS works as a constraint of LGCM. However, in the
early stage of training, we find that the effect of gradient
constraint loss is too strong and the network cannot be trained
effectively. Thus, the gradient constraint loss is multiplied by
the number of epochs in order to keep the effect of the loss
low in the early stage of training. Finally, the gradient loss
can be described as:

LGC = (epoch− 1) ∗ (LGCM + LGCS). (11)

Since the edge information of background layer and reflec-
tion layer should be independent, LGCM calculates the
element-wise product of these two edge layers. LGCS is

VOLUME 7, 2019 148793



R. Abiko, M. Ikehara: Single-Image Reflection Removal Based on GAN With Gradient Constraint

FIGURE 5. The comparison of Tanh and Tanhshrink function.

applied for giving a constraint to LGCM and it helps net-
work to separate layers effectively. LGCM and LGCS can be
expressed as:

B̂gi = Tanhshrink(∇x B̂i +∇yB̂i)

R̂gi = Tanhshrink(∇x R̂i +∇yR̂i)

LGCM =

N∑
i

||B̂gi � R̂gi||1 (12)

LGCS =

N∑
i

||(B̂gi + R̂gi)− (∇xIi +∇yIi)||1. (13)

The basic idea of minimizing correlation between two
layers is proposed in [16] but in our method, we applied a
new active function and added a constraint. The main purpose
of our gradient constraint loss is to focus on large edges and
separate layers effectively. Since the input and ground truth
images are normalized into the range [−2.5, 2.5], which is
also used in VGG19 network [20], the conventional Tanh
function is not suitable for our network. In addition, to sepa-
rate layers by mainly using large edges, we want to reduce the
impact of small edge regions. Thus, we applied Tanhshrink
function as an activation function. The comparison of Tanh
and Tanhshrink function is shown in Fig. 5 and the formula
can be described as:

Tanh(x) =
exp(x)− exp(−x)
exp(x)+ exp(−x)

Tanhshrink(x) = x − Tanh(x). (14)

By using Tanhshrink, the robustness against blown out high-
lights is also obtained. When overexposure is occurred,
the structure of the reflection layer will be corrupted with the
background layer as shown in Fig. 4. In this case, the cor-
relation between background and reflection layer does not
become zero. Since Eq. (12) encourage the element-wise
product of the gradient layers to be zero, the training will
not perform well in this situation. To overcome this problem,
Tanhshrink function is effective. It is because the gradients of
the artifacts generated by the overexposure tend to be smaller
than the desired gradients. As shown in Fig. 6, we can see that
Fig. 6f contains fewer structures from background layer than
Fig. 6d. Owing to this effect, when Tanhshrink is applied as an

FIGURE 6. The comparison of Tanh and Tanhshrink in gradient domain.

FIGURE 7. The recovering example when overexposure is caused. Our
method can remove blown out highlights effectively.

activation function, the ground truth of element-wise product
layer gets closer to zero even if overexposure is occurred.
This is important when applying Eq. (12) during the training
process.

We also apply LGCS as a constraint of LGCM. Since
we use Tanhshrink for the activation function, small gradi-
ents are compressed into even smaller values. The training
process may be affected by this feature when large gradi-
ents are wrongly divided into small gradients. This prob-
lem often occurs when the global tone of the generated
image is changed. Thus, we apply LGCS in order to help
generator to separate image not by deteriorating the color
tone but by focusing on the structure of the image. We
experimentally apply Tanhshrink function only to the gen-
erated gradient values since the training did not perform
well when the Tanhshrink function is applied to the input
gradient values. The effectiveness of the gradient constraint
loss in processing real image is shown in Sec. V-B and
in Fig. 11.
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FIGURE 8. A visualization of the types of synthetic reflection.

C. LOSS FUNCTION FOR DISCRIMINATOR
Since our method is based on GAN, discriminator has to
be trained while generator is trained. The discriminator is
trained by minimizing the loss LD(θD) which is based on
LSGAN [27] and it is described as below:

LD(θD) =
N∑
i

(||D(B̂i; θD)||2 + ||V − D(Bi; θD)||2), (15)

where V is a random valued matrix which follows Gaussian
distribution with an average of 1. We did not set V as a
constant value in order to train discriminator effectively.

D. TRAINING DATASET
To create the training dataset, we use PASCAL VOC
2012 dataset [28] which includes 17K images. We exclude
grayscale and pale colored images since they affect the train-
ing. The images are first resized into 256 × 256 by using
bicubic interpolation. After that, the images are randomly
flipped and one image is used for the background layer B
and another image is used for the reflection layer R. The
background layer image is randomly shifted darker in order to
deal with the dark real situations. The color reflection image
is randomly converted into grayscale image and blurred with
Gaussian filter (σ ∈ [0.2, 7] in the case of grayscale, σ ∈
[2, 4] in the case of RGB) and the tone is modified randomly.
The visualization of synthetic gray-scaled reflection image
and color reflection image are shown Fig. 8. The reflection
model is selected randomly from Eq. (2)-(4):

R =


R1, with probability 0.1
R2, with probability 0.1
R3, otherwise.

(16)

The synthetic reflection images I for the training are gener-
ated by using Eq. (1) and clipped to the range [0, 1]. Since the
image pairs for training are generated before every iteration,
3.4M image pairs are finally used in our training.

E. TRAINING
Since to remove gray-scaled reflection is easier than remov-
ing color reflection, we first trained our network by using
the images only include gray-scaled reflections. After train-
ing the network for 50 epochs, we initialize a new network
with the trained weights. The new network is trained for
100 epochs by using the dataset in Sec. IV-D. We train our
generator by minimizing Eq. (7) where µ1, µ2, µ3, and µ4

FIGURE 9. The comparison of generated results in PSNR and SSIM. (a)-(c)
means that we use (a), (b), and (c) as the input image of our network and
we average all of the output images to get the final image.

is set to 2, 1, 0.001, and 0.01, respectively. The implemen-
tation of our model is based on PyTorch [29] and an Adam
solver [30] is used for the optimization. The initial learning
rate is set to 0.0002 and the batch size is set to 8. It takes
about 40 hours to train the network on a single GeForce
GTX 1080 Ti.

F. ROTATE AVERAGING PROCESS
Since the proposed network is not rotationally invariant,
the results will change when the rotated image is processed.
In our method, we propose a rotate averaging process, which
averages the several output images generated from the rotated
input images. Images in SIR2 benchmark dataset [31] are
used for the evaluation. We prepared four kinds of input
images: (a) unprocessed image, (b) 90 degrees rotated image,
(c) 180 degrees rotated image, and (d) 270 degrees rotated
image. The comparison of generated results in PSNR and
SSIM is shown in Fig. 9. We can see that when we use all
the four images, the recovered image quality is the high-
est. Thus, in our method, we use four rotated images for
the input and average all of the output images to get the
final image.

V. EXPERIMENTAL RESULTS
In this section, we compare our Gradient Constrained Net-
work (GCNet) with other notable methods, including CEIL
Net [12], BDN [15], PL [16], ERR [17]. Images in SIR2

benchmark dataset [31] are used for the objective evalua-
tion. We use PSNR [32] and SSIM [32] to assess the per-
formance. PSNR value provides the numerical differences
between two images and SSIM value provides the structural
differences between two images. Since reflection removal
is an ill-posed problem and the transmittance rate cannot
be decided, SSIM value is more important to measure the
background image quality. We use real images provided by
the authors of [12], [17], [31], [33] for the subjective evalu-
ation. All the comparison methods are implemented by the
original authors.
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FIGURE 10. Reflection removal results on real images. Images are from [12], [17], [33], and [31]. The top five images do not have ground
truth images. Best viewed on screen with zoom.

TABLE 1. Comparison on restoration result in PSNR and SSIM. Images in SIR2 benchmark dataset [31] are used for the benchmark. Postcard includes
199 images, Solid includes 200 images, and Wild includes 55 images. Higher is better. All the comparison methods are implemented by the original
authors.

A. RESULTS
Images in SIR2 benchmark dataset [31] are used for the
benchmark. SIR2 includes two types of real reflection
images: controlled scenes and wild scenes. Controlled scenes
are collected in a controlled environment such as in a lab-
oratory. Postcards and daily solid objects are selected as
subjects for photography and the datasets includes 199 and

200 images, respectively. Images in wild scenes dataset are
collected in a real world out of a lab. Since wild scenes dataset
includes complex reflectance, various distances, and different
illumination, it is more difficult to remove reflections than
the controlled scenes dataset. Table 1 shows the comparison
on restoration results in PSNR and SSIM. From Table 1,
we can see that our proposed method achieves much higher
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FIGURE 11. Comparison on reflection removal results. Background layers B̂ and reflection layers R̂ are shown. (a) Input image. (b-c) Our proposed
method. (d-e) Trained without pre-training. (f-g) Trained without using LGC. (h-i) Trained without using LGC and Lfeat. The ground truth image is not
provided.

SSIM than conventional methods in all datasets. In particular,
our method shows good results when the wild scenes are
processed. This is because our method uses various synthetic
reflection images for the training. In addition, the high SSIM
shows that the gradient constraint is effective for separating
background layer and reflection layer while preserving the
image structure.

The subjective evaluation on real images is performed
in Fig. 10. We compare our method with CEIL Net [12],
BDN [15], PL [16], and ERR [17]. The real images are pro-
vided by the authors of [12], [17], [33], and [31]. We can see
that BDN and ERR are not good at removing real reflections.
CEIL Net and PL can remove reflections effectively but the
global tone of the images are changed in some situations.
Since we use gradient constraint loss and feature loss in the
training process, our proposed network is good at removing
reflections effectively while preserving the textures well. The
results which include ghosting artifacts are shown in the
lower end of Fig. 10. Since we use Eq. (3) for the training
data generation, our method can remove ghosting artifacts
effectively.

B. THE EFFECTIVENESS OF OUR LOSS FUNCTION
AND TRAINING METHOD
When we train our generator, a combination of four kinds of
losses is minimized as remarked in Section IV-B. In addition,

TABLE 2. Comparison on restoration result of our methods. Images in
SIR2 benchmark dataset [31] and synthetic reflection images generated
by using Eq. (4) are used for the benchmark. Synthetic includes
100 images, Postcard includes 199 images, Solid includes 200 images,
and Wild includes 55 images. Higher is better. (a) Our proposed
method. (b) Trained without pre-training. (c) Trained without
using LGC. (d) Trained without using LGC and Lfeat.

our proposed network is trained in two steps as remarked
in Section IV-E. To show the effectiveness of our loss func-
tion and training method, we trained our network in several
situations.

As remarked in Section IV-E, we train our network by
changing the dataset in the first step and the second step.
Hence, we trained our network without dividing in two steps
and used single dataset in order to validate the effectiveness
of our training method. We show this restoration result as
‘‘Single training’’. We also trained our generator by ablat-
ing some loss functions. ‘‘No LGC’’ indicates that gradient
constraint loss is removed from the loss function when the
training is performed. ‘‘NoLGC,Lfeat’’ indicates that gradient
constraint loss and feature loss are removed from the loss
function. In the other words, loss function is composed of
pixel loss and adversarial loss in this case.
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TABLE 3. Comparison on the execution time. N/A means that the memory of the GPU is lacking to process an image.

The comparison of the restoration result is shown in Table 2
and Fig. 11. We can see that the proposed training method
achieves the highest PSNR and SSIM in most situation.
By the visual result of ‘‘No LGC’’ and ‘‘No LGC, Lfeat’’,
we can say that the gradient constraint loss is effective to
separate the background layer and the reflection layer. The
texture of the background layer should not appear in the
reflection layer but in Fig. 11g and Fig. 11i, we can recognize
that the texture of the face appears in the reflection layer.
Hence, we can say that minimizing the correlation between
the background layer and the reflection layer by using gra-
dient constraint loss is efficacious. By the result of ‘‘Single
training’’, we can say that considering the character of the
reflection is meaningful in the stage of training. In other
words, when solving challenging problem by using learning-
based method, finetuning of the network by considering
the behavior of the problem is an effective way to train
the network.

C. RUNNING TIME
Since our method is based on a deep CNN, we suppose that
our method is run on GPU. Our execution environment is
Intel Xeon CPU E5-1650 v4 @ 3.60GHz, 64 GB RAM and
GeForce GTX 1080 Ti. The comparison on the execution
time is shown in Table 3. When the rotating process is not
performed, the execution time will be 4 × faster.

VI. CONCLUSION
In this paper, we have proposed a novel Gradient Constrained
Network (GCNet) for single-image reflection removal. Four
kinds of loss functions are combined to train the network and
gradient constraint loss is a new loss function which we have
proposed. Since the independence between background layer
and reflection layer should be considered, the gradient con-
straint loss which minimizes the correlation between these
two layers improves the performance for reflection removal.
Owing to the novel loss, new synthetic dataset, and training
method, our method can remove reflection more clearly than
state-of-the-art methods. Both quantitative and qualitative
evaluation results show that our proposed network preserves
the background textures well and the image structure is not
corrupted.
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