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ABSTRACT Research on machine assisted text analysis follows the rapid development of digital media,
and sentiment analysis is among the prevalent applications. Traditional sentiment analysis methods require
complex feature engineering, and embedding representations have dominated leaderboards for a long
time. However, the context-independent nature limits their representative power in rich context, hurting
performance in Natural Language Processing (NLP) tasks. Bidirectional Encoder Representations from
Transformers (BERT), among other pre-trained language models, beats existing best results in eleven
NLP tasks (including sentence-level sentiment classification) by a large margin, which makes it the new
baseline of text representation. As a more challenging task, fewer applications of BERT have been observed
for sentiment classification at the aspect level. We implement three target-dependent variations of the
BERTbase model, with positioned output at the target terms and an optional sentence with the target built
in. Experiments on three data collections show that our TD-BERT model achieves new state-of-the-art
performance, in comparison to traditional feature engineering methods, embedding-based models and earlier
applications of BERT. With the successful application of BERT in many NLP tasks, our experiments try
to verify if its context-aware representation can achieve similar performance improvement in aspect-based
sentiment analysis. Surprisingly, coupling it with complex neural networks that used to work well with
embedding representations does not show much value, sometimes with performance below the vanilla
BERT-FC implementation. On the other hand, incorporation of target information shows stable accuracy
improvement, and the most effective way of utilizing that information is displayed through the experiment.

INDEX TERMS Deep learning, neural networks, sentiment analysis, BERT.

I. INTRODUCTION
The size of digital media is growing at an exploding speed,
which makes information consumption a challenging task.
A large portion of the digital media is user generated, but
manually locating the required information is beyond the abil-
ity of any human being. Machine assisted media processing
is valuable for many recipients, including governments, com-
panies and individuals, while its applications include stock
price prediction, product recommendation, opinion poll, etc.
All these require accurate extraction of main entities, together
with opinions or attitudes expressed by the author.

Sentiment analysis is a fundamental task in Natural Lan-
guage Processing (NLP). It is crucial for understanding user
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generated text in news reports, product reviews, or social
discussions. Aspect-Based Sentiment Analysis (ABSA) [12],
[19], [24], [28] is a fine-grained task in sentiment analysis,
which aims to identify the sentiment polarity (e.g., positive,
negative, neutral, conflict) of an aspect category [28] or a
target (also called an aspect term [28]). In this paper, we focus
on target-dependent sentiment classification [6], [15], [34],
[38], [41]. As specific instances of aspects, targets explicitly
occur in sentences, and the polarity of sentiment towards them
needs to be identified separately. As illustrated in figure 1,
in a sentence ‘‘I bought a mobile phone, its camera is won-
derful but battery life is short’’, the sentiment polarity for
term ‘‘camera’’ is positive, for ‘‘battery’’ it is negative, and
for ‘‘mobile phone’’ conflicted sentiments are found in the
same sentence, as both positive (wonderful) and negative (life
is short) sentiments are expressed towards the same target.
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FIGURE 1. An example of consumer review with three targets which have
different sentiment polarities. The targets are highlighted with different
colors, the opinions are underlined and point to their corresponding
targets.

The target information is important in its corresponding sen-
timent, as one sentence can refer to many targets, each with its
own context. It is hard to determine the sentiment for a target
term without accurate aspect information, which accounts for
a large portion of sentiment classification errors [15].

Traditional target-dependent sentiment classification
focuses on feature engineering to get the most out of a classi-
fier (e.g., Support Vector Machines) [15], [18], [42]. Such
methods need laborious feature engineering work and/or
massive linguistic resources, which are time-consuming,
error-prone and require extensive domain knowledge from
experts. Multiple sentiment lexicons are built for this pur-
pose [22], [30], [37], taking a large amount of human labor,
but they are difficult to be transferred into another domain.

With the recent development of deep learning, a large
number of neural network models are present in this NLP
task [4], [6], [13], [20], [34], [36], [38], [39], [44].With neural
networks’ capacity of learning representation from data with-
out complex feature engineering, deep learning becomes the
hottest researchmodel in this area as well as many others. The
mainstream neural networks are Long Short-Term Memory
(LSTM) [9] and memory networks [35], with attention mech-
anism [1] frequently used to locate the right context. Recur-
sive neural networks [6], [23], gated neural networks [47],
[49] and convolutional neural networks [13] are less popular.

Unlike the computer vision domain in which trans-
fer learning is a common approach in low-level feature
extraction, NLP tasks almost always restart training from
scratch in each application. The earlier exception may be
the use of text embeddings [21], [26] that are trained
on large-scale unlabeled text collections, but they suffer
from the context-independence assumption that each term
has the same embedding despite its surrounding context.
More recently, pre-trained language models such as ULM-
FiT [11], OpenAI GPT [31], ELMo [27] and BERT [5]
have shown great power in the semantic expressiveness of
text. Among them, Bidirectional Encoder Representations
from Transformers (BERT) has achieve excellent results in
sentence-level sentiment classification (SST-2), together with
ten other tasks. Despite its burgeoning popularity in many
NLP applications, wide application of BERT has not been
observed in ABSA.

In this paper, we investigate related work in feature engi-
neering models, embedding-based neural networks, and also
try BERT with traditional networks. Then we propose a
Target-Dependent BERT (TD-BERT) model with several

variations. On SemEval-2014 and a Twitter dataset, we com-
pare the classification accuracy of aspect term polarity
(SemEval-2014 Task 4 subtask 2) of these methods, and our
TD-BERT models consistently outperform others, including
recent BERT-based models. The experiments show that com-
plex neural networks that used to return good results with
embeddings do not fit well with BERT, while incorporation
of target information into BERT yields stable performance
boost.

Main contributions of this article include: 1. We utilize
BERT in aspect-level sentiment classification, and achieve
new state-of-the-art performance on three public datasets. 2.
Swapping embedding representations with BERT does not
naturally improve the performance of existing neural network
models, as they are better tuned with the context-independent
representation. 3. Incorporation of target information is a key
factor in BERT’s performance improvement, and we show
several simple but effective strategies to implement that.

II. RELATED WORK
As shown in [48], there are three important tasks in ABSA.
The first task is to represent the whole context that a target
appears in, the second generates a representation of the target
itself, and the last task is to identify the important part of
context for the sentiment judgment of the specific target.
In any natural language processing task, representation of the
text (including the target and its context) is a key issue.

With proper representation of target and context informa-
tion, the next phase designs a classification model and gener-
ates the sentiment label for a target. There are more choices
in this stage, from traditional machine learning models to
various types of neural networks. Their performance greatly
rely on the expressiveness power of text representation from
the previous step, but the classifier itself is also of great
importance.

A. TEXT REPRESENTATION
In traditional information retrieval, a term is represented by a
one-hot vector, in which one dimension is set to 1 which cor-
responds to the index of the term while all other dimensions
are zero. Such representation is straight-forward, but suffers
from its high dimensionality and poor correlation among
similar terms. pLSI [10] and LDA [3] relax the independence
assumption by introducing an aspect or topic, but the map-
ping does not simplify the original vector which is still in
vocabulary size V.
Starting with [2], the one-hot vector is replaced by a

low-dimensional distributed representation. After that, word
embedding becomes the standard technique for obtaining pre-
trained vector representations from large unlabeled corpora.
Word2Vec [21] and Global Vectors (GloVe) [26] are the most
popular embedding representations to capture syntactic and
semantic features of text. A large number of experiments have
demonstrated that pretrained word embeddings can improve
performance on a variety of NLP tasks [17], [29]. How-
ever, existing word embedding methods, which use limited
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FIGURE 2. The architecture of BERT-FC (left) and TD-BERT (right).

window size, cannot exploit semantic information in the
global context. In addition, such an algorithm transforms a
word into a stable vector. As a result, the vector is unable to
accurately represent its context at different locations.

Recently, language representation models with context,
like ULMFiT [11], OpenAI GPT [31], ELMo [27] and BERT
[5], are designed by jointly conditioning on both left and
right context with deep neural networks. Furthermore, these
models can dynamically adjust the word vector according to
its context. Our work mainly relies on BERT, which provides
us with a strong baseline, and we further modify its standard
network structure to incorporate the target information.

B. CONVENTIONAL NEURAL NETWORKS
In order to explicitly distinguish target words from the con-
text, Vo and Zhang [41] divide the original sentence into three
parts according to a given target, a left context, a right context
and the target itself. Tang et al. [38] propose target-dependent
LSTM (TD-LSTM) to capture the aspect information when
modeling sentences. A forward LSTMand a backward LSTM
towards target words are used to capture the information
before and after the aspect. Wang et al. [44] adopt attention
mechanism to concentrate on corresponding parts of a sen-
tence when different aspects are taken as input.

Previous approaches have revealed the importance of tar-
gets in ABSA and developed various methods with the
goal of precisely modeling their contexts via generating
target-specific representations. However, these studies usu-
ally ignore the separate modeling of targets. Ma et al. [20]
argue that both the target and its context deserve special
treatment and their own representations need to be trained via
interactive learning. They propose an Interactive Attention
Networks (IAN) to learn the representations for target and
context separately.

Convolutional Neural Networks (CNN), Recursive Neural
Networks [6] and Gated Neural Networks [49] are used less
frequently in aspect-level sentiment classification. CNN has

been successfully applied in sentence-level sentiment classi-
fication [16], [17], [50]. Huang and Carley [13] are claimed
to be the first to use CNN for sentiment classification at
the aspect level, in which they incorporate aspect informa-
tion into CNN via parameterized filters and parameterized
gates, resulting in good performance metrics on SemEval-
2014 datasets.

C. MEMORY NETWORK
Tang et al. [39] develop a deep memory network for
aspect-level sentiment classification, which is inspired by the
success of computational models with attention mechanism
and explicit memory [1], [7], [35]. They employ an attention
mechanism with external memory to capture the importance
of each context word with respect to the given target aspect.
This approach explicitly captures the importance of each
context word when inferring the sentiment polarity of the
aspect. The importance degree and text representation are
calculated with multiple computational layers, each estab-
lishing a neural attention model over an external memory.
Chen et al. [4] propose a recurrent attention network to better
capture the sentiment of complicated contexts. To achieve
that, their proposed model uses a recurrent/dynamic attention
structure and learns a non-linear combination of the attention
in GRUs. Zhu and Qian [51] show a novel deep memory
network with extra memory that can utilize the information
of aspects and terms at the same time. The main memory is
used to capture the important context words for sentiment
classification. In addition, an auxiliary memory is built to
implicitly convert aspects and terms into each other, and then
they are both fed into the main memory. With the interaction
between two memory blocks, the features of aspects and
terms can be learned simultaneously.

D. BERT-BASED NETWORKS
Most of the previous approaches model the relation between
target words and their context with LSTM and attention.
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However, LSTMs are difficult to parallelize and truncated
back-propagation through time brings difficulty in remem-
bering long-term patterns. To address this issue, Song
et al. [34] propose an Attentional Encoder Network (AEN)
without a recurrent structure and employ attention based
encoders for the modeling between context and target. Sun
et al. [36] construct an auxiliary sentence from the aspect
and convert aspect-based sentiment classification into a
sentence-pair classification task. Xu et al. [46] explore the
potential of turning customer reviews into a large source
of knowledge, which can be exploited to answer user ques-
tions. The new task is named Review Reading Comprehen-
sion (RRC). They explore a novel post-training approach
to enhance the performance by fine-tuning the BERT net-
work for RRC. Then Aspect Sentiment Classification (ASC)
is converted into a special Machine Reading Comprehen-
sion (MRC) problem [32], [33], in which all questions are
about the polarity of a given aspect.

III. OUR APPROACH
In this section, we introduce our method for target-dependent
sentiment classification, which is based on BERT. We first
describe BERT for a general sentiment classification task,
then introduce our base model Target-Dependent BERT
(TD-BERT) and another two variants that combine
sentence-pair classification with TD-BERT.

A. PROBLEM DEFINITION AND NOTATIONS
A target-dependent sentiment classification task usually pre-
dicts the sentiment polarity of a tuple (s, t) which consisting
of a sentence and a target. The sentence

s = [w1,w2, . . . ,wi, . . . ,wn] (1)

consists of n words, and the target

t = [wi,wi+1, . . . ,wi+m−1] (2)

contains m words, while t is a subsequence of s. The goal of
this task is to determine the sentiment polarity y of sentence
s towards the target t, where

y ∈ {positive, negative, neutral, conflict} (3)

For example, the sentence

s1 = ‘‘great food but the service was dreadful!′′ (4)

is positive for ‘‘food’’ and negative for ‘‘service’’. In another
example, the sentence

s2 = ‘‘The sound as mentioned earlier isn’t the best,
but it can be solved with headphones.’’

(5)

is conflict for ‘‘sound’’ as there are multiple cases of senti-
ment expression towards different polarity, and neutral for
‘‘headphones’’.

B. BERT
BERT [5] is a new language representationmodel, which uses
a bidirectional Transformer [40] network to pre-train a lan-
guage model on a large corpus, and fine-tunes the pre-trained
model on other tasks. The task-specific BERT design is able
to represent either a single sentence or a pair of sentences
as a consecutive array of tokens. For a given token, its input
representation is constructed by summing its corresponding
token, segment, and position embeddings. For a classification
task, the first word of the sequence is identified with a unique
token [CLS], and a fully-connected layer is connected at the
[CLS] position of the last encoder layer, finally a softmax
layer completes the sentence or sentence-pair classification.

BERT has two parameter intensive settings:
BERTbase: The number of Transformer blocks is 12,

the hidden layer size is 768, the number of self-attention
heads is 12, and the total number of parameters for the
pre-trained model is 110M.

BERTlarge: The number of Transformer blocks is 24,
the hidden layer size is 1024, the number of self-attention
heads is 16, and the total number of parameters for the
pre-trained model is 340M.

TheBERTlarge model requires significantly more memory
thanBERTbase. As a result, the max batch size forBERTlarge
is so small on a normal GPU with 12GB of RAM that it
actually hurts the model accuracy, regardless of the learning
rate [5]. Therefore, we used BERTbase as our base model for
further processing.

C. TARGET-DEPENDENT BERT
When dealing with sentence-level sentiment classification,
the output at the [CLS] tag of BERT is directly followed by
a fully-connected layer for classification, which we called
BERT-FC. We can see that it does not incorporate any target
information in its classification input. In Figure 2, BERT-FC
is on the left side, and the right represents the architecture
of Target-Dependent BERT (TD-BERT), which takes output
from the target terms (in red). When there are multiple target
terms, a max-pooling operation is taken before data is fed
to the next fully-connected layer. As shown in Figure 2,
the main difference between TD-BERT and BERT-FC is that
TD-BERT takes the positioned output at the target words as
input for classification instead of the first [CLS] tag.

BERT uses WordPiece [45] as its tokenizer. After the
multi-layer bidirectional Transformer network, the word vec-
tor matrix Sr of the sentence s is represented by the hidden
status of the last layer.

Sr = [x0, x1, x2, . . . , xi, . . . , xn, xn+1] (6)

Sr ∈ R(n+2)×d , where d is the dimension of hidden status, n
is the length of the sentence. x0 is the vector of the sentence
classification mark [CLS], and xn+1 is the vector of the
sentence separator or end [SEP].

The target words are represented by a sub-matrix of Sr

Tr = [xi, xi+1, . . . , xi+m−1] (7)
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FIGURE 3. The architecture of TD-BERT-QA-MUL (left) and TD-BERT-QA-CON (right).

TABLE 1. Illustration of hard data with target words in bold.

Tr ∈ Rm×d , and m represents the length of the target. The
max-pooling operation is applied to the target vectors, as the
most important features at each dimension is selected from
all words in the target.

V = max{Tr, dim = 0}, V ∈ R1×d (8)

Finally, V is fed into a fully-connected layer and softmax
for classification.

D. TWO VARIANTS
Sun et al. [36] construct an auxiliary sentence from the aspect
and convert ABSA into a sentence-pair classification task.
Given a sentence s and a target t , we can generate an auxiliary
question ‘‘What do you think of the t of it?’’ similarly. Com-
bining the idea with TD-BERT introduces many possibilities,
and we try both element-wise multiplication and concate-
nation for features extracted from two base models. One of
the base models is TD-BERT described above, the other is
equivalent to [36], which adds an auxiliary sentence to the end
of the original text and outputs data from the [CLS] location.
The two variants are shown in Figure 3.

TD-BERT-QA-MUL: After normalizing the feature infor-
mation of target words V ∈ R1×d , take its element-wise

TABLE 2. Statistics of the experiment datasets.

product with the sentence pair output P ∈ R1×d . The product
is fed into a fully-connected layer.

TD-BERT-QA-CON: The target information V and the
result P of sentence-pair classification are concatenated as
a vector d ∈ R1×2d before going into the fully-connected
layer. As the input dimension is larger, this layer has twice
the parameters as in TD-BERT-QA-MUL.

IV. EXPERIMENTS
A. DATASETS
There are three datasets in the experiment, as shown
in Table 2. The first two are from SemEval-2014 task 41 [28],

1http://alt.qcri.org/semeval2014/task4/
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TABLE 3. Hyperparameters used in the experiment.

including data in the restaurant and laptop domains, which
are widely used in previous work. The last one is a collec-
tion of tweets collected by [6]. It is worth noting that the
fourth classification category exists in the first two datasets
- conflict, which means that a sentence expresses both pos-
itive and negative opinions towards an aspect or target.
For example, ‘‘Certainly not the best sushi in New York,
however, it is always fresh’’ [28]. Some existing work [4],
[13], [34], [39], [44], [46] remove ‘‘conflict’’ samples from
the data since the number of such instances is very small,
while keeping them in the training data makes the dataset
extremely unbalanced. With such a revision, their results are
not directly comparable to those from the SemEval-2014 [28]
evaluation.

Statistics of hard data [47] are also shown in Table 2,
with some instances displayed in Table 1. Here hard means
that the sentence has multiple aspect labels associated with
different sentiment polarities. Without them, a sentence-level
sentiment classifier may be good enough for a single-target
sentence (or all sentiment labels are consistent for multiple
targets). Note that a sentence contains only one target in the
Twitter dataset [43].

B. EXPERIMENT SETTINGS
All models are implemented in PyTorch [25], and the
pre-trained uncased base model of BERT2 is fine-tuned on
a single NVIDIA RTX 2080Ti GPU (12GB RAM). Hyper-
parameters in the experiment are shown in Table 3. Except
for a different max epoch number, we keep the recommended
parameters from the official BERT code.3

C. RESULTS
We use the classification accuracy metric to measure the
performance of our model and previous systems. To show the
effectiveness of our model, we compare it to many baseline
methods, as listed below:

DCU & NRC-Canada: Both DCU [42] and
NRC-Canada [18] rely on an SVM classifier with fea-
tures mainly from n-grams, parse trees, and several out-of-
domain, publicly available sentiment lexicons (e.g., MPQA,
SentiWordnet and Bing Liu’s Opinion Lexicon). DCU and
NRC-Canada ranked the top two at SemEval-2014 task 4 sub-
task 2 (aspect term polarities) [28].

2https://storage.googleapis.com/bert_models/2018_10_18/uncased
_L-12_H-768_A-12.zip

3https://github.com/google-research/bert

Rec-NN [6] first applies rules to transform the dependency
tree of a sentence and puts the target at the tree root, and then
learns the semantic composition of the sentence via Recursive
Neural Networks for classification.

TD-LSTM [38] designs two LSTM networks to model
the context before and after the target, one in the left-to-
right direction and the other in the reverse order. Then the
last hidden states of the two networks are concatenated for
predicting the sentiment polarity of the target.

ATAE-LSTM [44] attaches the target embedding onto
the representation of each word, and LSTM with attention
mechanism is applied to form the final representation for
classification.

MemNet [39] is an end-to-end deep memory network that
uses multiple computational layers to capture the importance
of each context word.

RAM [4] adopts a multiple-attention mechanism to cap-
ture sentiment features separated by a long distance. A recur-
rent neural network is used to combine multiple attention
outputs and strengthen the expressive power of MemNet.

IAN [20] uses two LSTM networks to model the sen-
tence and target terms respectively. Then the target’s hidden
states and the context’s hidden states are placed in parallel
to supervise the generation of attention vectors interactively.
Finally, it generates a sentence representation and a target
representation based on these attention vectors.

GCAE [47] is a convolutional neural network with gating
mechanism. The Gated Tanh-ReLU Units can selectively
output the sentiment features according to the given aspect.

AOA [14] utilizes an Attention-over-Attention module to
capture the interaction between aspects and context sentences
in a joint way. With this design, AOA can learn the important
parts in the aspects and context sentences, which generates
the final representation of the sentence.

BERT-FC is a pre-trained BERT model with a
fully-connected layer and softmax for classification,
as shown in Figure 2. This method does not consider any
target information, so it always returns the same sentiment
polarity no matter which target is selected. It represent the
basic implementation of BERT, allowing other models to take
advantage of their awareness of the target information.

BERT-pair-QA-M [36] constructs an auxiliary question
from the given aspect term and fine-tunes the pre-trained
model from BERT for sentence-pair classification. Refer-
ence [36] and our model both work on aspect-level senti-
ment classification tasks and belong to SemEval-2014 task
4. Unfortunately, [36] focuses on the solution of subtask 4
(aspect category polarity), but our task definition fits sub-
task 2 (aspect term polarity), so BERT-pair-QA-M is reim-
plemented for a fair comparison.

AEN-BERT [34] is an attention encoder network that
eschews recurrence and employs attention based encoders for
the modeling between context and target. From the author’s
published source code,4 the performance metric is calculated

4https://github.com/songyouwei/ABSA-PyTorch
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TABLE 4. Performance comparison with classification accuracy and F1 value on the test set as the evaluation metrics. 3way stands for 3-way
classification, i.e., positive, negative and neutral.Conflict data removed from SemEval-2014 datasets. The results with ‘‘[’’ from [46], and those with ‘‘‡’’ are
copied from the AEN-BERT paper [34]. ‘‘−’’ means not reported. For our method or re-implementations from others’ code, we run the program for
10 times with random initialization, and show ‘‘mean±std’’ as its performance. Best and second best scores in each column are shown in bold and
underlined fonts respectively.

TABLE 5. Performance comparison with classification accuracy and F1 value on the test set as the evaluation metrics. 4-way stands for 4-way
classification, i.e., positive, negative, neutral and conflict. The results with ‘‘∗’’ are directly taken from SemEval-2014 [28], ‘‘\’’ from GCAE [47]. ‘‘−’’ means
not reported. For our method or re-implementations from others’ code, we run the program for 10 times with random initialization, and show
‘‘mean±std’’ as its performance. Best and second best scores in each column are shown in bold and underlined fonts respectively.

on the test set after every five steps, and the best performance
is reported with parameter tuning on such a tight grid. To off-
set its unfair advantage, We modify the testing mechanism
of the author’s code, change the test interval to be consistent
with ours (1 epoch), retrain on three data sets and report
new results. The new metrics are significantly lower than
in the original publication [34], especially in the Restaurant
collection, but we believe the results are more comparable to
other work.

BERT-PT [46] assumes that aspect sentiment classifica-
tion can be interpreted as a special MRC problem [32], [33],
where all questions are about the polarity of a given aspect.

Experimental results are given in Table 4 and Table 5,
showing overall classification accuracy and macro-F1 values
in 3-way and 4-way classification, respectively. Models in
part I are based on traditional feature engineering methods.
Part II contains deep learning methods based on word embed-
ding, including pre-trained word vectors (Word2Vec [21],
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GloVe [26]) and customized embedding vectors of its own
(Rec-NN [6]). The rest (including part III, IV and V) all use
BERT as the source representation, but with different net-
work infrastructure. Networks in III are originally designed
for traditional word embeddings. IV includes earlier work
based on BERT. Part V contains our TD-BERT model and its
variants.

We find that DCU and NRC-Canada, although not uti-
lizing any advanced deep learning technology or embed-
ding representation, result in strong performance. They even
outperform the embedding-based methods, which demon-
strates the importance of accurate feature representation for
aspect-level sentiment classification. Models using BERT
as input display significant improvements in classification
accuracy over embedding models, indicating that BERT is
indeed more capable of representing semantic and syntactic
features. We also notice that the BERT-FC model, without
any target information, achieves comparable performance
to the models in Part III which are well-designed in the
aspect-level sentiment classification task. Our hypothesis is
that the previously carefully-tuned models are to strengthen
the interaction between the target words and their context,
in order to make up for the defect of context-free nature for
the pre-trained word vectors. On the other hand, the BERT
model fully considers context information of the sentence
where the target word is already included in the training
process. When the network based on word embeddings is
combined with the BERT representation as a task-specific
model, the features that can be learned are either redundant or
even erroneous to a large extent. It leads to the result that their
classification accuracy shows almost no improvement over
the the BERT-FCmodel, with macro-F1 lower than BERT-FC
in some cases.

Our three models achieve new state-of-the-art performance
on three datasets, especially for Twitter, in which our model
has a 2-3% margin over the best previous result. It shows that
BERT’s multi-layer bidirectional Transformer successfully
encodes most of the contextual information, so that we can
achieve good results by relying solely on the target. After
the position output information of the target is integrated
into the BERT-pair-QA-M model, the classification accu-
racy of TD-BERT-QA-MUL and TD-BERT-QA-CON is also
improved, slightly over TD-BERT on Twitter and Restau-
rant in its 3-way classification task. The information fusion
is applied with either element-wise multiplication or con-
catenation, but the performance comparison between them
is almost equivalent. Although we have assumed that the
introduction of auxiliary sentence will further improve the
performance of TD-BERT, the difference is small and unsta-
ble, overall statistically insignificant. It might be caused by
the limited domain knowledge from the small ABSA dataset,
or the auxiliary sentence does not bring in any additional
knowledge. It is an interesting topic for the ABSA research
community how to best utilize the limited target information
in a BERT-based setting, and it is what we will investigate
next.

TABLE 6. The accuracy of different models on neutral samples only.
Higher score in each row is marked with bold font.

TABLE 7. The accuracy of different models on hard data only. Higher
score in each row is marked with bold font.

D. DISCUSSION
The experiment shows that TD-BERT significantly outper-
forms the BERT-pair-QA-M model on the Twitter collection,
while the pattern is not observed in the other two datasets. Our
assumption is that BERT-pair-QA-M model is susceptible to
interference from unrelated information and works poorly for
recognizing the neutral polarity. Negative, neutral, positive
samples account for 25%, 50%, 25%, respectively, in the
Twitter datasets, and the percentage of neutral samples is
much smaller in the other two datasets, in which BERT-pair-
QA-M works comparably well.

In order to verify the assumption, we take subsets of the
original data, consisting of the neutral samples in the test set
of the Laptop, Restaurant, and Twitter collections. By training
on the original training set and evaluating on the new test set,
we can see how well these models work on the neutral cases.
Experiment results are shown in Table 6.

We can see that the TD-BERTmethod has clear advantages
over BERT-pair-QA-M for neutral data. In terms of classi-
fication accuracy, TD-BERT is 3-11% higher, especially on
the laptop dataset. Naturally, it also leads to the conclusion
that the classification accuracy of TD-BERT on positive and
negative cases may be slightly lower, which is worth further
analysis. How to combine their strengths so that we can
achieve stable improvements on all classes? That is what we
need to find out.

To further examine our model in complex cases, we test
its expressiveness in a multi-target scenario with inconsistent
sentiment polarities. We construct a hard-data-only dataset,
which is described in Table 2. The test results are shown
in Table 7. In terms of classification accuracy, the TD-BERT
model is 6-10% higher than BERT-pair-QA-M, showing its
advantage in handling complex sentiment labels with multi-
ple targets.

We believe that a multi-target task is more capable of
reflecting the difficulties faced by fine-grained sentiment
analysis, and it deserves more in-depth research. We also
agree with [8] that correlation and influence exist amongmul-
tiple targets in a single text piece, but similar work has been
rarely observed in this area. The reasonmight be that previous
models are already complex enough for single-target tasks,
and extending it to an inter-correlated multi-target scenario
will bring too much challenge. Fortunately, our TD-BERT
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model is originated from a straightforward idea, and is easy
to extend to multi-target cases. We plan to consider the inter-
action between different targets in an extended TD-BERT
model next.

V. CONCLUSION
BERT has displayed its great advantage of text representation
inmanyNLP tasks, including sentence-level sentiment classi-
fication. However, its application to sentiment analysis at the
aspect level is rare. In this paper,We explore its representative
power in target-dependent sentiment classification, which is
a subtask of ABSA. Well-designed feature engineering with
a good classifier still outperforms deep learning models with
a word embedding representation, but BERT has raised the
baseline of the game to a totally different level. Those com-
plex models customized for embeddings do not work well
with BERT, sometimes even below the vanilla implementa-
tion of BERT representation (BERT-FC). Earlier work with
BERT has shown noticeable improvements over its strong
baseline, some with simple ideas (BERT-pair-QA-M), others
with a more complex structure (AEN-BERT) or even with
additional datasets and tasks (BERT-PT). Our implementa-
tion is mainly based on a small revision to focus on the target
terms instead of the whole sentence. Together with some
variants that form an auxiliary sentence with the target, they
establish new state-of-the-art on SemEval-2014 and a Twitter
dataset.

It also comes to our attention that the improvements
over BERT baseline, although statistically significant, do not
resemble the 5-10% or higher boost we used to see in
embedding-based models. Does it mean that we still have
not identified the appropriate network structure to exhaust the
potential of BERT representation, or it has set a baseline so
high that there is not much room for improvement at all? This
is an interesting research question, which we plan to continue
working on. At this time, our preference goes to the latter,
as existing work with BERT has exhibited similar patterns.

Another observation is that the average classification accu-
racy has been pushed to high 70s or mid 80s in percentage,
but there are still certain classes of data, for which the current
model cannot provide a satisfactory solution. The classifica-
tion accuracy of neutral cases is much lower that those with
a clear polarity, and those with mixed sentiment polarities
towards different aspects (hard data) or the same target (con-
flict) are even harder to process. Accurate identification of
such cases requires more training data, together with in-depth
analysis to extract useful patterns. This is a more challenging
task that we plan to tackle next.
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