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ABSTRACT This paper studies the joint scheduling of subcarrier, base station, transmit power, and virtual
machine in multi-cell cellular edge computing systems to minimize the total delay experienced by tasks of
users. Traditional work considers the queue length based Lyapunov function and designs the corresponding
scheduling algorithms. This work considers the delay based Lyapunov function. Firstly, the delay of the
communication and computing queues in multi-cell cellular edge computing systems is modeled as the
virtual delay queue based on which a delay based Lyapunov function is defined. Then, the joint subcarrier
allocation, base station selection, power control, and virtual machine scheduling algorithms are proposed to
minimize the conditional drift of the delay based Lyapunov function. Simulation results show the proposed
scheduling algorithm performs better than the traditional queue length based one in the performance of total
delay.

INDEX TERMS Cellular edge computing, delay, scheduling.

I. INTRODUCTION
In cellular edge computing systems [1]–[4], there are two
types of resources: the first is the communication resource,
the second is the computing resource in the base stations
(BSs). This paper studies the resource scheduling algorithm.
In the literature, the goals of resource scheduling algorithms
are diverse. For example, in [5], the goal of resource schedul-
ing is to maximize the profit of service providers; in [6],
the goal of resource scheduling is to maximize the utility
function of the user’s long-term average transmission rate,
etc. In this work, since low latency has been identified
as one of the most important performance indicators for
next-generation cellular systems [7], the scheduling algo-
rithm will aim to minimize delay. In cellular edge computing
systems, since there are two types of resources, there are
correspondingly two types of delays: the first is the communi-
cation delay including the transmission delay and communi-
cation queue waiting delay, the second is the computing delay
including the execution delay and computing queue waiting
delay. This paper studies the resource scheduling algorithm
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which minimizes the total delay in cellular edge computing
systems.

Scheduling in cellular edge computing systems has been
studied recently. According to the assumption of the delay
in cellular edge computing systems, existing studies can be
classified into the following three categories. For the first
category, only the transmission delay and execution delay are
considered. But the queue waiting delay is not considered.
For example, in [8]–[17], only transmission delay and exe-
cution delay are considered. The second category is queue
model based. For this category, in addition to the transmis-
sion delay and execution delay, the queue waiting delay is
considered, too. However, this category assumes the queue
can be modelled as the traditional queue (e.g., the M/M/1
queue) so that the delay formulas of the queueing theory
can be readily applied. For example, in [18]–[25], the com-
munication and computing queues are assumed to be the
M/M/1 or M/G/1 queues. The third category is Lyapunov
optimization based. For this category, the queue waiting delay
is also considered. Further, this category does not make
any assumption of the model of the queues, but uses the
Lyapunov optimization method to design scheduling algo-
rithms. For example, the scheduling algorithms in [26]–[33]
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were designed according to the following procedure: firstly,
consider the average delay and queue length are equivalent
by Little’s Law; secondly, define the queue length based
Lyapunov function; thirdly, design the scheduling algorithm
which minimizes the conditional drift of the Lyapunov func-
tion according to the framework established in [34]–[35].
In this work, we focus on the third category of scheduling
(i.e., the Lyapunov optimization based scheduling).

Most existing Lyapunov optimization based scheduling
algorithms were queue length based. These scheduling algo-
rithms did not need any assumption of the model of the
queues. This is the pros of the third category of scheduling.
However, this also means the delay formulas of the queue-
ing theory cannot be used. Then, due to the lack of delay
formulas, the third category of scheduling cannot solve the
delay control problem directly, but has to solve the queue
length control problem instead. Additionally, most existing
Lyapunov optimization based scheduling algorithms only
considered the single-cell scenario. Different from those stud-
ies, this work will focus on the multi-cell scenario in which in
addition to deciding how to allocate communication resource
between users, the scheduler still needs to decide how to
assign BSs to users.

Hence, this work will extend the traditional Lyapunov
optimization based scheduling algorithms by studying the
scheduling algorithm which solves the delay control problem
directly and does not need any assumption of the model of
the queues for multi-cell cellular edge computing systems.
The work in [36] is our first step toward this direction which
focused on the single-cell scenario. Compared with our previ-
ous work in [36], this work focuses on the multi-cell scenario
and makes the following extensions: for the communication
subsystem, instead of the linear communication model used
in [36], this work uses the Shannon capacity formula to
model the transmission of data bits over the air and studies
the subcarrier allocation, BS selection, and power control
subproblems; for the computing subsystem, instead of the
linear computingmodel used in [36], this work uses the utility
function of the number of virtual machine (VM) to model
the execution time of tasks and studies the VM scheduling
subproblem. Therefore, this work extends our previous work
in [36] by using more practical system models and studying
the scheduling of four types of resources (i.e., subcarriers,
BSs, power, and VMs) in multi-cell cellular edge computing
systems.

The contributions of this work are summarized as follows.
Firstly, the model of the delay experienced by tasks in the
communication and computing queues in multi-cell cellular
edge computing systems is established and expressed as the
virtual delay queues. Secondly, based on the virtual delay
queue model, a delay based Lyapunov function is defined,
then a novel Lyapunov optimization based joint subcarrier
allocation, BS selection, power control, and VM scheduling
is proposed to stabilize the virtual delay queues. Thirdly,
simulation experiments are carried out to verify that the delay
performance of the proposed delay-based algorithm is better

FIGURE 1. The multi-cell cellular edge computing system.

than the traditional queue length-based algorithm. The main
notations used in this paper are summarized in Table 1.

II. SYSTEM MODEL
Consider a multi-cell cellular edge computing system,
as shown in Fig. 1, in which there are I users and J BSs. For
each user i, he will generate the need to execute a computation
task at random instants. Each time there is a computation task
requirement, user i will immediately transfer the request for
the computation task to the BS via uplink communications.
There are a total of K subcarriers in the uplink. The execution
of a computation task is considered as a whole and let Di
denote the number of communication bits required by user
i to transfer the request of one computation task to a BS.
So there is a need for a mechanism for efficient scheduling
of all of these communication process related resources over
the air interface, including subcarrier allocation, BS selection,
and power control. After these computation task requests
arrive at the BS, the VM computing resources of the BS
will be used to execute these computation tasks. For each
BS j, there are a total of Fj VMs. So there is a need for a
mechanism for efficient scheduling of all of these computing
resources at each BS, that is, VM scheduling. Therefore,
this paper studies the task scheduling algorithm, including:
(i) subcarrier allocation, (ii) BS selection, (iii) power con-
trol, and (iv) VM scheduling to minimize the delay in the
multi-cell cellular edge computing system.

The overall queue model of the system is shown in Fig. 2.
Next, the queue model of the communication subsystem and
the computing subsystem will be presented separately.

A. COMMUNICATION SUBSYSTEM
Let hi,j,k [n] denote the channel gain of the link from user i
to BS j on subcarrier k in slot n, pi,j,k [n] denote the power
allocated to the link from user i to BS j on subcarrier k in
slot n, and Ri,j,k [n] denote the number of bits transmitted
from user i to BS j on subcarrier k in slot n. We can use the
following Shannon capacity formula to calculate the value of
Ri,j,k [n], that is:

Ri,j,k [n] = TB log2

(
1+

hi,j,k [n]pi,j,k [n]
PI + Pin

)
, (1)
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TABLE 1. Summary of notations.

FIGURE 2. The queue model of the system.

where T is the slot length in second, B is the bandwidth of
subcarrier in Hz, PI =

∑
i′ 6=i(hi′,j,k [n] ·

∑
j′ pi′,j′,k [n]) is the

interference power, and Pin is the power of some background
interference and noise. For the eth task of user i, let di,e denote
the index of BS to which this task is offloaded, ni,e denote
the index of slot in which the value of di,e is determined,
and xi,j,k [n] denote the index of task of user i to which the
subcarrier k from user i to BS j in slot n is allocated. If the
following condition holds for the eth task of user i:

n∑
t=ni,e

∑
k:xi,di,e,k [t]=e

Ri,di,e,k [t] ≥ Di, (2)

this task will be offloaded from user i to the BS di,e at the
end of slot n. Subcarriers will be allocated based on the
principle of interference avoidance [37]–[43]. That is, for any
two user-BS links that may interfere with each other, they
will not be assigned the same subcarrier. Specifically, let 9i
denote the set of BSs which are accessible by user i (i.e., can
receive the signal from user i with a signal-to-interference-
plus-noise-ratio exceeding a threshold). Then, interference
avoidance means that for each BS j on each subcarrier k in
each slot n, we have the following constraint:∑

i:j∈9i

1
{
xi,j,k [n] > 0

}
≤ 1, (3)

where 1{·} equals one if the condition is true and zero other-
wise.

There are many different power control methods for
multi-subcarrier communication systems (e.g., the water-
filling power control). To reduce the complexity, this work
consider the following two types of power control methods.
The first type is the uniform power control method in which
the transmit power of each subcarrier is a fixed constant. Let
P0 denote the specified transmit power of each subcarrier in
each slot. Then we have:

pi,j,k [n] =

{
0, xi,j,k [n] = 0
P0, xi,j,k [n] > 0.

(4)
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FIGURE 3. The utility function.

The second type is the reverse channel power control method
in which the transmit bit of each subcarrier is a fixed constant.
LetR0 denote the specified number of bits transmitted on each
subcarrier in each slot. Substituting into (1), we have:

pi,j,k [n] =


0, xi,j,k [n] = 0
σ 2

hi,j,k [n]
(2

R0
TB − 1), xi,j,k [n] > 0,

(5)

Additionally, for each user i in slot n, we have the constraint:

J∑
j=1

K∑
k=1

pi,j,k [n] ≤ Pmax, (6)

where Pmax is the maximum transmit power of user.
Now we describe the evolution of communication queues.

For the communication queue of user i, let Ui[n − 1] denote
the number of tasks in the queue at the beginning of slot n,
Xi,j[n] denote the number of tasks offloaded to BS j in slot n,
andAi[n] denote the number of newly arriving tasks at the end
of slot n. Using the variables defined previously, the value of
Xi,j[n] can be calculated as:

Xi,j[n] =
∑

e:di,e=j

1{

n∑
t=ni,e

∑
k:xi,j,k [t]=e

Ri,j,k [t] ≥ Di}. (7)

Hence, we have:

Ui[n] =

Ui[n− 1]−
∑
j∈9i

Xi,j[n]

+ + Ai[n], (8)

where (·)+ = max(·, 0).
Therefore, the communication scheduler must determine

the values of the following variables: (i) di,e and ni,e (i.e.,
BS selection), (ii) xi,j,k [n] (i.e., subcarrier allocation), and (iii)
pi,j,k [n] (i.e., power control).

B. COMPUTING SUBSYSTEM
At the beginning of each slot, the computing scheduler of
each BS determines how to allocate VMs to the tasks which
are offloaded to this BS. We use a utility function u(g) to
represent the number of slots required to execute a task with
g VMs, which is a decreasing function with respect to the
VM number g. Generally, the more the VM is allocated,
the less the execution time of the task. The exact expression of
a utility function may depend on the type of task. Fig. 3 plots

the utility functions for the two types of tasks, in which we
assume at most gmax VMs can be allocated to a task.We leave
the work of finding utility functions to computer scientists,
and focus on resource scheduling algorithm for a given set of
utility functions.

Let ui(g) denote the utility function of tasks of user i, that
is, ui(g) represents the number of slots needed to execute a
task of user i given gVMs are allocated to this task. Then, for
the task e of user i, if the scheduler of BS j decides to allocate
gj,i,e VMs to this task at the beginning of slot vj,i,e, these VMs
will be used by this task for consecutive ui(gj,i,e) slots since
slot vj,i,e in BS j. That is, letting fj,i,e[n] denote the number of
VMs allocated to the task e of user i in BS j in slot n, then we
have:

fj,i,e[n] =

{
gj,i,e, n ∈ [vj,i,e, vj,i,e + ui(gj,i,e)− 1]
0, else.

(9)

Further, let Fj,i[n] denote the total number of VMs allocated
to user i in BS j in slot n, that is:

Fj,i[n] =
∑

e:di,e=j

fj,i,e[n]. (10)

Then for each BS j and user i, the value of Fj,i[n] is con-
strained by:

I∑
i=1

Fj,i[n] ≤ Fj. (11)

Additionally, the value of gj,i,e is upper bounded by:

gj,i,e ≤ min{Fj, gmax}. (12)

Now we describe the evolution of computing queues. For
the computing queue of user i in BS j, let Qj,i[n] denote the
number of tasks in the queue at the end of slot n + 1, and
Yj,i[n] denote the number of tasks leaving the queue during
slot n + 1. Using the variables defined previously, the value
of Yj,i[n] can be calculated as:

Yj,i[n] =
∑

e:di,e=j

1{vj,i,e + ui(gj,i,e)− 1 = n+ 1}. (13)

Recall that a total of Xi,j[n] tasks leaves the ith communica-
tion queue at the end of slot n, as described in (7). We assume
these tasks enter the ith computing queue in BS j at the end
of slot n+ 1. Hence, we have:

Qj,i[n] =
(
Qj,i[n− 1]− Yj,i[n]

)+
+ Xi,j[n], (14)

where the expression of Xi,j[n] is provided in (7).
Therefore, the computing scheduler must determine the

values of the following variables: (i) gj,i,e and vj,i,e (i.e.,
VM scheduling).

III. THE PROPOSED SCHEDULING ALGORITHM
A. THE DELAY BASED LYAPUNOV FUNCTION
Firstly, we consider the communication delay. For conve-
nience, let Xi[n] =

∑
j∈9i Xi,j[n] for each user i and slot

n. Let Ai,tot[n] =
∑n

k=1 Ai[k] and Xi,tot[n] =
∑n

k=1 Xi[k]

VOLUME 7, 2019 149159



Y. Zhang, P. Du: Delay-Driven Computation Task Scheduling in Multi-Cell Cellular Edge Computing Systems

FIGURE 4. The delay model.

denote the total number of arrivals and departures until slot n,
respectively. They are also known as the arriving and leaving
curves in the literature [44]–[45], as illustrated in Fig. 4. Let
0i,tot[n] denote the total area between these two curves up
to slot n + 1, which represents the total delay all tasks have
experienced in the queue until slot n+ 1. Then we have,

0i,tot[n] = Ui[1] · T + · · · + Ui[n] · T , (15)

which corresponds to the shadowed area in Fig. 4. Let
0i[n] denote the time-average of 0i,tot[n], that is, 0i[n] =
0i,tot[n]/n. Further, we express 0i[n] as a virtual queue:

0i[n] = 0i[n− 1]− ε0i[n− 1]+ εUi[n]T , (16)

where ε = 1/n. Let Wi[n] denote the normalized version of
0i[n], that is, Wi[n] = 0i[n]/T . Then we have:

Wi[n] = Wi[n− 1]− εWi[n− 1]+ εUi[n]. (17)

Next, we consider the computing delay. Similar to (15), let
4j,i,tot[n] denote the total delay experienced by all tasks in
the computing queue of user i in BS j until slot n+ 1:

4j,i,tot[n] =
n∑

k=1

Qj,i[k]T . (18)

Let 4j,i[n] denote the time-average of 4j,i,tot[n], that is,
4j,i[n] = 4j,i,tot[n]/n. Further, we express4j,i[n] as a virtual
queue:

4j,i[n] = 4j,i[n− 1]− ε4j,i[n− 1]+ εQj,i[n]T . (19)

Let Zj,i[n] denote the normalized version of 4j,i[n], that is,
Zj,i[n] = 4j,i[n]/T . Then we have:

Zj,i[n] = Zj,i[n− 1]− εZj,i[n− 1]+ εQj,i[n]. (20)

Finally, we define the delay based Lyapunov function as:

L[n] =
I∑
i=1

Wi[n]2 +
I∑
i=1

J∑
j=1

Zj,i[n]2. (21)

B. OPTIMIZATION PROBLEM FORMULATION
According to the Lyapunov optimization technique, the con-
ditional Lyapunov drift 1[n] = E{L[n] − L[n − 1]|W[n −
1],Z[n− 1]}, where E{·} is the expectation operation, W[n−
1] = [W1[n − 1], . . . ,WI [n − 1]], and Z[n − 1] =
[Z1,1[n − 1], . . . ,ZJ ,I [n − 1]]. Substituting (21), we have

1[n] = E{
∑

i ε
2 Wi[n − 1]2 +

∑
i
∑

j ε
2 Zj,i[n − 1]2 +∑

i ε
2 Ui[n]2 +

∑
i
∑

j ε
2 Qj,i[n]2 −

∑
i 2εWi[n − 1]2 −∑

i
∑

j 2εZj,i[n − 1]2 +
∑

i 2ε(1 − ε)Wi[n − 1]Ui[n] +∑
i
∑

j 2ε(1−ε)Zj,i[n−1]Qj,i[n]|W[n−1],Z[n−1]}, where
the first six terms can be upper bounded by a constant under
the expectation operation. According to the Lyapunov opti-
mization technique, the above expression is minimized by the
algorithm that obtains the values of W[n − 1] and Z[n − 1]
and minimize

∑
iWi[n− 1]Ui[n]+

∑
i
∑

j Zj,i[n− 1]Qj,i[n].
Further, substituting (8) and (14), this objective can be further
upper bounded as

∑
iWi[n−1]Ui[n−1]+

∑
iWi[n−1]Ai[n]+∑

i
∑

j Zj,i[n − 1]Qj,i[n − 1] −
∑

i
∑

jWi[n − 1]Xi,j[n] +∑
i
∑

j Zj,i[n−1]Xi,j[n]−
∑

i
∑

j Zj,i[n−1]Yj,i[n], where the
first three terms can also be upper bounded by a constant.
So the final form of the optimization problem is:

min
I∑
i=1

J∑
j=1

(
−Wi[n− 1]+ Zj,i[n− 1]

)
Xi,j[n]

−

I∑
i=1

J∑
j=1

Zj,i[n− 1]Yj,i[n] (22)

where Xi,j[n] and Yj,i[n] are determined by scheduling
variables (xi,j,k [n], pi,j,k [n], di,e, ni,e) and (gj,i,e, vj,i,e) which
must satisfy the constraints in (6)(3) and (11)(12), respec-
tively.

C. SCHEDULING ALGORITHM
1) SUBCARRIER ALLOCATION, POWER CONTROL, AND BS
SELECTION
The subproblem of optimizing communication resource
scheduling variables can be written as:

min
I∑
i=1

J∑
j=1

(
−Wi[n− 1]+ Zj,i[n− 1]

)
Xi,j[n], (23)

where Xi,j[n] is determined by scheduling variables xi,j,k [n],
pi,j,k [n], di,e, and ni,e which must satisfy the constraints
in (6)(3).
Before presenting the scheduling algorithm, we need to

define the feasible user set. For any user i, firstly, if its
communication queue is empty, we will not allocate any
subcarrier to this user; secondly, if the constraint in (6) holds
with equality, we will also not allocate any subcarrier to this
user; thirdly, if the constraint in (3) holds with equality for
each BS and each subcarrier, we will also not allocate any
subcarrier to this user. Hence, we define the feasible user
set as:

C[n] = {i : Ui[n− 1] > 0,
∑J

j=1

∑K

k=1
pi,j,k [n] < Pmax,

and exists j and k so that 1
{
xi,j,k [n] > 0

}
+

∑
i′:j∈9i′

1
{
xi′,j,k [n] > 0

}
= 0 where j ∈ 9i}.

(24)

Then, for each n, the communication resource scheduling
algorithm (including subcarrier allocation, power control,
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and BS selection) is executed, which is summarized in
Algorithm 1. Initially, we set xi,j,k [n] = 0, pi,j,k [n] = 0,
Pi,rem[n] = Pmax which represents the remaining transmit
power of user i, Bi,e = Di which represents the remaining
bits of task e in the communication queue of user i,

Ũi = Ui[n− 1]−
∑
e

Bi,e
Di
, (25)

W̃i = (1− ε)Wi[n− 1]+ εŨi, (26)

Q̃j,i = Qj,i[n− 1]+
∑

e:di,e=j

1{Bi,e = 0}, (27)

and

Z̃j,i = (1− ε)Zj,i[n− 1]+ εQ̃j,i. (28)

At the beginning (line 1), the value of C[n] is calculated
by substituting Ũi into (24). If C[n] is empty, the algorithm
stops. The first step is BS selection (line 4–12), in which
the values of di,e and ni,e are determined. The second step
is subcarrier allocation (line 14–15), in which the value of
xi,j,k [n] is determined. The third step is power control (line
17), in which the value of pi,j,k [n] is determined. There are
two types of power control methods: for the uniform power
control method, set:

pi∗,j∗,k∗ [n] = min{P0,Pi∗,rem[n]}; (29)

for the reverse channel power control method, set:

pi∗,j∗,k∗ [n] = min

σ 2(2
R0
TB − 1)

hi∗,j∗,k∗ [n]
,Pi∗,rem[n]

 . (30)

Finally, update all relevant parameters (line 19–28).

2) VM SCHEDULING
The subproblem of optimizing computing resource schedul-
ing variables can be written as:

min−
I∑
i=1

J∑
j=1

Zj,i[n− 1]Yj,i[n], (31)

where Yj,i[n] is determined by scheduling variables gj,i,e and
vj,i,e which must satisfy the constraints in (11)(12).
Before presenting the scheduling algorithm, we need to

define the feasible user set. For any user i in BS j, firstly,
if its computing queue is empty, BS j will not allocate any
new VM to user i; secondly, if the constraint in (11) holds
with equality, BS j will also not allocate any new VM to user
i. Hence, we define the feasible user set in BS j as:

Hj[n]={i : Qj,i[n−1]>0 and Fj,i[n]+
∑

i′ 6=i
Fj,i′ [n]<Fj}.

(32)

Additionally, for each task e in the computing queue of
user i in BS j, let λj,i,e[n] denote the normalized remaining

Algorithm 1 Communication Resource Scheduling for Each
n
Input: The initial values of xi,j,k [n], pi,j,k [n], Pi,rem[n], Bi,e,

Ũi, W̃i, Q̃j,i, and Z̃j,i set according to (25)-(28);
Output: The values of xi,j,k [n], pi,j,k [n], di,e, and ni,e.
1: Calculate C[n] by substituting Ũi into (24);
2: while C[n] is not empty do
3: // Step 1: BS selection
4: Select i∗ = argmax W̃i over all i ∈ C[n];
5: Select e∗ which is the task of user i∗ arriving earliest

with Bi∗,e∗ > 0;
6: if di∗,e∗ and ni∗,e∗ do not exist then
7: Select j∗ = argmin Z̃j,i∗ over all j ∈ 9i∗ ;
8: Set di∗,e∗ = j∗;
9: Set ni∗,e∗ = n;
10: else
11: Set j∗ = di∗,e∗ ;
12: end if
13: // Step 2: Subcarrier allocation
14: Select k∗ = argmax hi∗,j∗,k [n] over all subcarriers

which are available to the link from user i∗ to BS j∗;
15: Set xi∗,j∗,k∗ [n] = e∗;
16: // Step 3: Power control
17: Set pi∗,j∗,k∗ [n] according to (29) or (30);
18: // Update parameters
19: Update Pi∗,rem[n]← Pi∗,rem[n]− pi∗,j∗,k∗ [n];
20: Calculate Ri∗,j∗,k∗ [n] according to (1);
21: Update Bi∗,e∗ ← max(0,Bi∗,e∗ − Ri∗,j∗,k∗ [n]);
22: Update Ũi∗ according to (25);
23: Update W̃i∗ according to (26);
24: if Bi∗,e∗ = 0 then
25: Update Q̃j∗,i∗ according to (27);
26: Update Z̃j∗,i∗ according to (28);
27: end if
28: Update C[n];
29: end while

execution slots of this task at the end of slot n + 1, which is
defined as:

λj,i,e[n]=


1, δj,i,e[n] < 0

1−
δj,i,e[n]+ 1
ui(gj,i,e)

, δj,i,e[n] ∈ [0, ui(gj,i,e)− 1]

0, δj,i,e[n] ≥ ui(gj,i,e),
(33)

where

δj,i,e[n] = n+ 1− vj,i,e. (34)

Finally, let Lj,i,new[n] denote the set of tasks in the ith comput-
ing queue in BS j which has not been allocated any VM yet
until the beginning of slot n+ 1.
Then, for each n in BS j, the computing resource schedul-

ing algorithm (i.e., VM scheduling) is executed, which is
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Algorithm 2 Computing Resource Scheduling for Each n

Input: The initial values of Q̂j,i, Ẑj,i, Fj,i,ini, Fj,i,new, and Fj,i
set according to (35)-(38);

Output: The values of gj,i,e and vj,i,e.
1: Calculate Hj[n] by substituting Q̂j,i into (32);
2: while Hj[n] is not empty do
3: // VM scheduling
4: Select i∗ = argmin(−Z̃j,i) over all i ∈ Hj[n];
5: Select a task e∗ from Lj,i∗,new[n];
6: if There exists e∗ ∈ Lj,i∗,new[n] with gj,i∗,e∗ > 0 then
7: Update gj,i∗,e∗ ← gj,i∗,e∗ + 1;
8: else
9: Pick the task e∗ ∈ Lj,i∗,new[n] which arrives earliest;

10: Set gj,i∗,e∗ = 1;
11: Set vj,i∗,e∗ = n+ 1;
12: end if
13: if gj,i∗,e∗ = gmax then
14: Remove this task from Lj,i∗,new[n];
15: end if
16: // Update parameters
17: Update Fj,i∗,new← Fj,i∗,new + 1;
18: Update Fj,i∗ according to (37);
19: Update λj,i∗,e∗ [n] according to (33);
20: Update Q̂j,i∗ according to (35);
21: Update Ẑj,i∗ according to (36);
22: Update Hj[n];
23: end while

summarized in Algorithm 2. Initially, we set

Q̂j,i = Qj,i[n− 1]+
∑
e

λj,i,e[n], (35)

Ẑj,i = (1− ε)Zj,i[n− 1]+ εQ̂j,i, (36)

and

Fj,i = Fj,i,ini + Fj,i,new, (37)

where Fj,i,new = 0 and

Fj,i,ini =
∑

e
gj,i,e · 1{δj,i,e[n] ∈ [0, ui(gj,i,e)− 1]}. (38)

At the beginning (line 1), the value of Hj[n] is calculated by
substituting Q̂j,i into (32). If Hj[n] is empty, the algorithm
stops. The next step is VM scheduling (line 4–15), in which
the values of gj,i,e and vj,i,e are determined. Finally, update
all relevant parameters (line 16–22).

The analysis of the computation complexity of the pro-
posed scheduling algorithm is as follows. The proposed
scheduling algorithm has two parts Algorithm 1 and
Algorithm 2. We first discuss the first part. For this part,
the key steps are to calculate and compare the values of W̃i,
Z̃j,i∗ , and hi∗,j∗,k over all feasible i, j, and k . Thus, the compu-
tational complexity of these key steps isO(I+J+K ). Further,
according to the procedure in Algorithm 1, these key steps
will be executed until there is no assignable subcarrier. Since

FIGURE 5. The scenario used in simulations.

the number of subcarriers is limited, the number of times of
executing these key steps will be no more than a constant K .
Therefore, the computational complexity of the first part of
the proposed scheduling algorithm is O(IK + JK + K 2).
We then discuss the second part. For this part, for each BS
j, the key step is to calculate and compare the value of Z̃j,i
over all feasible i. Thus, the computational complexity of
this key step is O(I ) for each BS. Further, according to the
procedure in Algorithm 2, this key step will be executed
until there is no assignable VM. Since the number of VMs
in each BS is limited, the number of times of executing this
step will be no more than a constant F 1

= maxj Fj. There-
fore, the computational complexity of the second part of the
proposed scheduling algorithm is O(IF) for each BS. Since
there are a total of J BSs, the total computation complexity of
the second part is O(IJF). Putting together, the overall com-
putational complexity of the proposed scheduling algorithm
is O(IK + JK + K 2

+ IJF).

IV. PERFORMANCE EVALUATION
A. SIMULATION PARAMETERS
Consider a multi-cell system, as shown in Fig. 5. There are
J = 4 BSs and the radius of each cell is 1km. Thus, the geo-
graphical positions of these BSs are: ( 1

√
2
, 1
√
2
), (− 1

√
2
, 1
√
2
),

(− 1
√
2
,− 1
√
2
), and ( 1

√
2
,− 1
√
2
) in km. A total of I = 50 users

are randomly distributed over the area covered by these BSs.
For each user i, assume his tasks arrive according to a Poisson
process with the average inter-arrival time of Ti seconds.
The slot duration T is 1ms. Unless otherwise stated, we set
Ti = 10 slots. Let dij represents the distance between user i
and BS j. In the simulation, we let user i be a neighbor of BS
j, that is, j ∈ 9i, if dij < 1.1 · maxi′minj′di′j′ . Thus the set
9i can be determined for each user i. The maximum transmit
power of each user is 400mW. For the uniform power control,
the value of P0 is set to be 200mW; for the reverse channel
power control, the value of R0 is set to be 200b. The value of
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FIGURE 6. The utility function used in simulations.

Pin is set to be lower than the maximum transmit power by
−120dB. The link gain between the BS and a user is given
as the product of path loss, shadowing, and fast fading effect.
For path loss, we adopt the modified Hata urban propagation
model [46], which equals to 122 + 38 log10(d), where d (in
km) is the distance between the BS and a user, and every user
has the same path loss value within the distance of 50m. The
shadowing component follows lognormal distribution with
mean value of 0dB and standard deviation of 8dB. The fast
fading follows Rayleigh distribution with mean of 2. For each
application of user i, the value ofDi is set to be 1000 bits. The
bandwidth of each subcarrier is 100kHz. Unless otherwise
stated, the number of subcarriers is set as K = 16. For the
utility function, the value of gmax is set as 3 and the function
ui(g) is set as: ui(1) = 4, ui(2) = 2, and ui(3) = 1, as shown
in Fig. 6. The value of Fj is set as ρj × 10, where ρj is a
coefficient of BS j in the range of [0, 1]. Unless otherwise
stated, for even-numbered j, the value of ρj is set as 1; for
odd-numbered j, the value of ρj is set as 0.5. Main parameters
used in simulations are summarized in Tab. 2. The perfor-
mance considered in this paper is the total delay which is
the sum of the average communication delay and computing
delay. A total of four different scheduling algorithms are
considered in simulations, which are summarized in Tab. 3.
Among them, the outline of the traditional queue length based
scheduling algorithm can be found in the Appendix. Given
the parameter configuration, the simulation experiment is
repeated 100 times and then averaged as the final result.

B. SIMULATION RESULTS
Fig. 7 shows the convergence performance of all the consid-
ered scheduling algorithms. In this set of simulation exper-
iments, the number of subcarriers is set to K = 16. The
convergence of the average communication delay is shown
in Fig. 7(a). As can be seen from this figure, the average com-
munication delay of each considered scheduling algorithm
can quickly converge to a stable value. For example, for the
‘Dly+Uni’ scheduling algorithm, its average communication
delay has been taken as 2.08ms after 100 slots, while the value
after 2000 slots is stable at about 2.26ms, with a deviation of

TABLE 2. Main parameters used in simulations.

TABLE 3. Scheduling algorithms used in simulations.

only−7%. On the other hand, the convergence of the average
computing delay is shown in Fig. 7(b). The curves in this fig-
ure show that the convergence performance of the delay based
scheduling algorithms is better than that of the queue length
based scheduling algorithms. For example, the ‘Dly+Uni’
scheduling algorithm is stable after about 100 slots, and
the ‘Que+Uni’ scheduling algorithm needs to be stabilized
after about 600 slots. Therefore, it can be concluded from
these figures that all the considered scheduling algorithms
are convergent, and the delay based scheduling algorithms
can converge faster than the queue length based scheduling
algorithms.

Fig. 8 shows the probability distribution of the delays
of all the considered scheduling algorithms. In this set of
simulation experiments, the number of subcarriers is also set
toK = 16. The probability distribution of the communication
delay is shown in Fig. 8(a). From this figure, it can be seen
that for each scheduling algorithm, the value of the commu-
nication delay experienced by transferring each computing
request is within a relatively narrow range. For example,
for the ‘Dly+Uni’ scheduling algorithm, the communication
delay of each computing request is 2ms, 3ms, 4ms, 5ms
with a probability of 43.18%, 29.45%, 12.73%, and 6.21%,
respectively. Therefore, the communication delay for each
computing request takes a value within the range [2, 4]ms
with a probability of 85.38%, and then takes a value within
the range [2, 5]ms with a probability of 91.60%. Therefore,
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FIGURE 7. The convergence performance of scheduling algorithms: (a) the
average communication delay and (b) the average computing delay.

if the threshold is 90% probability, the communication delay
for each computing request will fluctuate within a range of
intervals where 2.26ms for the mean and 0.90ms for the
variance. On the other hand, the probability distribution of
the computing delay is shown in Fig. 8(b). It can be seen
from this figure that the ranges of the computing delay of the
delay based scheduling algorithms is narrower than those of
the queue length based scheduling algorithms. For example,
most of the computing delays of the ‘Dly+Uni’ scheduling
algorithm fall within the range [1, 10]ms, while most of the
computing delays of the ‘Que+Uni’ scheduling algorithm
fall within the range [1, 20]ms. Therefore, it can be concluded
from these figures that the delay variance of the delay based
scheduling algorithms is smaller than that of the scheduling
algorithms based on the queue length.

Fig. 9 shows the simulation results with different K (i.e.,
the total number of subcarriers in the system) for differ-
ent scheduling algorithms. In this set of simulation exper-
iments, we set ρj = 0.5 for even-numbered j and change
K from 16 to 30. Firstly, we can observe the total delay
decreases with the increase of K . For example, for the pro-
posed delay based scheduling algorithm with uniform power

FIGURE 8. The probability distribution of the delays: (a) the
communication delay and (b) the computing delay.

FIGURE 9. Impact of the total number of subcarriers.

control (i.e., the ‘Dly+Uni’ curve with square mark), when
K increases from 16 to 30, the average total delay decreases
from 3.92ms to 2.62ms. Additionally, when the value of K
is large, all curves become flat. This is due to the maximum
transmit power of each user is limited so that the redundant
subcarrier resource cannot be fully utilized by users. Further,
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FIGURE 10. Impact of the amount of computing resources.

we can observe that, the delay of the ‘Dly+Uni’ schedul-
ing algorithm is better than that of the other scheduling
algorithms when the system is stable. For example, when
K = 20, the average total delay of the ‘Que+Uni’ algorithm
is 4.67ms, while the average total delay of the ‘Dly+Uni’
scheduling algorithm is 2.94ms, with a 37.04% off. This is
due to that the proposed scheduling algorithm controls delay
directly, while the traditional one does not. Additionally,
we can observe that, the delay of the scheduling algorithm
with uniform power control method is better than that of
the scheduling algorithm with reverse channel power control
method. For example, when K = 20, the average total
delay of the ‘Dly+RevCh’ scheduling algorithm is 3.99ms,
while the average total delay of the ‘Dly+Uni’ scheduling
algorithm is 2.94ms, with a 26.31% off. This is due to that
the revers channel power control waste more power when the
channel is not good than the uniform power control method.
Therefore, we can conclude that the delay performance of the
‘Dly+Uni’ scheduling algorithm is better than the traditional
queue-length based one.

Fig. 10 shows the simulation results for different values of
the number of VMs Fj. In this set of simulation experiments,
we change the value of Fj for odd-numbered j from 3 to
10 (i.e., change the value of ρj for odd-numbered j from
0.3 to 1). We can observe that, with the decrease of Fj for
odd-numbered j, the heterogeneity of BSs increase, then the
differences between the ‘Dly+Uni’ scheduling algorithm and
other scheduling algorithms increase. For example, when
Fj for odd-numbered j is 4, the average total delay of the
‘Que+Uni’ scheduling algorithm is 7.45ms, while the aver-
age total delay of the ‘Dly+Uni’ scheduling algorithm is
3.98ms, with a 46.57% off. It can be noted that the ‘Dly+Uni’
scheduling algorithm has a very similar performance when
compared with the queue-based one for higher values of
total number of VMs. For this observation, we would like
to emphasize that, the delay performance of the ‘Dly+Uni’
scheduling algorithm is similar to that of the queue-based one
only when the computing resources (i.e., the number of VMs)
are fully supplied. In this case, since the computing resources
are fully supplied, it is normal for the existing queue-based
scheduling algorithm to achieve good performance, and there

FIGURE 11. Impact of the average inter-arrival time of tasks.

is no strong need to further improve it. However, when the
computing resources are not fully supplied, the delay per-
formance of the existing queue-based scheduling algorithm
begins to increase. At this point, it is very meaningful to study
how to improve the existing queue-based scheduling algo-
rithm to reduce the delay. In fact, as shown in Fig. 10, when
the computing resources are not fully supplied, the superiority
of the ‘Dly+Uni’ scheduling algorithm to the queue-based
one becomes much more significant. Therefore, although
the right side of the performance curve of the ‘Dly+Uni’
scheduling algorithm is similar to the queue-based one, this
does not prevent us from getting the conclusion that the
‘Dly+Uni’ scheduling algorithm is an improvement to the
queue-based one.

Fig. 11 shows the simulation results for different values
of Ti (i.e., the average inter-arrival time of tasks). In this
set of simulation experiments, we change the value of Ti
from 10 to 16 slots. We can observe that, with the increase
of Ti, the delay decreases. For example, for the proposed
‘Dly+Uni’ scheduling algorithm, when Ti increases from
10 to 16, the average total delay decreases from 3.76ms
to 2.79ms. Further, we can observe that, the delay of the
‘Dly+Uni’ scheduling algorithm is always better than other
algorithms. For example, when Ti = 10, the average total
delay of the ‘Que+Uni’ scheduling algorithm is 5.58ms,
while the average total delay of the ‘Dly+Uni’ scheduling
algorithm is 3.76ms, with a 32.61% off. This is also due
to that the ‘Dly+Uni’ scheduling algorithm controls delay
directly, while the traditional queue-length based one does
not.

Fig. 12 shows the simulation results for different number
of BSs. In this set of simulation experiments, when changing
the number of BSs, for fair comparison, the number of users
in the system is always set to 30, the number of subcarriers
is always set to 30, and then the geographic coordinates
of the three base stations are set to (0, 1), (

√
3
2 ,−

1
2 ), and

(−
√
3
2 ,−

1
2 ) in km, respectively. As can be seen from the

results in this figure, given the number of users and the
number of subcarriers, the average total delay in the case of
three base stations is significantly longer than the average
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FIGURE 12. Impact of the number of BSs.

total delay in the case of four base stations. For example, for
the ‘Dly+Uni’ scheduling algorithm, the average total delay
in the case of three base stations is 4.31ms, and the average
total delay in the case of four base stations is shortened to
2.41ms, a decrease of 26.49%. Similarly, for the ‘Que+Uni’
scheduling algorithm, the average total delay in the case of
three base stations is 6.00ms, and the average total delay
in the case of four base stations is shortened to 3.28ms,
a decrease of 28.16%. Further, it can be seen from this fig-
ure that the delay performance of the ‘Dly+Uni’ scheduling
algorithm is always superior to the delay performance of the
remaining scheduling algorithms regardless of the number of
base stations. Therefore, the results of this set of simulation
experiments again verify the performance superiority of the
proposed delay based ‘Dly+Uni’ scheduling algorithm.

V. CONCLUSION AND FUTURE WORK
This paper studies the problem of how to schedule subcarrier,
BS, power, and VM for users in multi-cell cellular comput-
ing systems. Firstly, the model of the communication delay
and computing delay was established and expressed as vir-
tual queues. Then, using the Lyapunov optimization method,
a novel joint subcarrier allocation, BS selection, power con-
trol, and VM scheduling algorithm was proposed to stabilize
the virtual delay queues. Simulation results showed that the
delay performance of the proposed scheduling algorithm is
better than that of the traditional queue length based one.

In our future work, we will extend this work from the
following aspects. Firstly, we will extend the definition of
the utility function to include situations where multiple com-
putation tasks can be completed in a single slot. Secondly,
while minimizing delay, we will also consider how to design
scheduling algorithmwith the goal ofminimizing energy con-
sumption. Thirdly, we will consider the situation where com-
puting task execution may fail. Fourthly, we will consider the
situation where predictive caching of data is allowed. Finally,
we will extend to the situation where users are constantly
moving in the cellular system and solve the corresponding
wireless computing handover problem.

APPENDIX
THE TRADITIONAL ALGORITHM
The traditional Lyapunov optimization based scheduling
algorithm is presented here which is queue length based.
In the literature, such traditional scheduling algorithms can
be found in [26]–[33]. These algorithms vary greatly in detail
due to different optimization goals. We extract the common-
alities of these algorithms, which are summarized as follows
and used as the benchmark in this work. Firstly, define the
queue length based Lyapunov function as:

L[n] =
∑I

i=1
Ui[n]2 +

∑J

j=1

∑J

j=1
Qj,i[n]2. (39)

Then, calculate the conditional Lyapunov drift 1[n] =
E{L[n] − L[n − 1]|U[n − 1],Q[n − 1]}, where U [n − 1] =
[U1[n − 1], . . . ,UI [n − 1]] and Q[n − 1] = [Q1,1[n −
1], . . . ,QJ ,I [n− 1]]. After similar derivations [16], the algo-
rithm solves the following optimization problem for each n:

min
I∑
i=1

J∑
j=1

(
−Ui[n− 1]+ Qj,i[n− 1]

)
Xi,j[n]

−

I∑
i=1

J∑
j=1

Qj,i[n− 1]Yj,i[n], (40)

where Xi,j[n] and Yj,i[n] are determined by scheduling
variables (xi,j,k [n], pi,j,k [n], di,e, ni,e) and (gj,i,e, vj,i,e) which
must satisfy the constraints in (6)(3) and (11)(12). We use
the same procedure proposed in the last section to solve the
optimization problem in (40) except that the queue length is
used instead.
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