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ABSTRACT Precise and rapid grasping point detection based on machine vision is one of the challenging
problems in automatic sorting of randomly placed fruit clusters by robot. Grasping stalk of fruit cluster can
improve grasping success probability and reduce fruit damage. For the problem that the segmentation of
stalk candidates for randomly placed fruit cluster based on existing morphology algorithm tends to be low
precision, an improved image segmentation algorithm based on adaptivemorphology is proposed. According
to edge distances defined based on minimum distance between edge point and unconnected components in
minimum domain, the adaptive convolution kernel is constructed. In addition, a run analysis method with
different and unordered labels is designed to reduce calculation time of edge distances. For the problem that
it is difficult to describe and classify unconstraint stalk by existing features, an improved region classification
algorithm based on principal components of multiple features is proposed. The descriptors based on features
of object region are designed and principal components of multiple features are extracted based on variance
contribution to improve precision and speed of stalk extraction. The proposed grasping point detection
method of randomly placed fruit cluster based on improved morphology image segmentation and region
classification algorithms is verified by experiments with grape clusters based on parallel robot sorting system.
The results show that, comparedwith existingmethods, the average precisions of segmentation and extraction
for stalk increase by 9.89% and 2.17% respectively, the average precision and time of grasping point detection
reach 94.50% and 2.01s respectively.

INDEX TERMS Image segmentation, grasping, morphology, machine vision, robots, image classification.

I. INTRODUCTION
The automatic sorting of fruits based on robot technology
is of great significance to the automated, large-scale, and
accuracy development of agricultural production and agricul-
ture product processing [1]–[3]. During the automatic sorting,
the accurate and reliable detection of grasping point is the
precondition to realize the accurate, fast, and nondestructive
grasping control of robot [4]–[6]. Currently, the main meth-
ods detecting grasping point include infrared image analysis,
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spectrum analysis, and machine vision [7]–[10]. Compared
with other methods, the machine vision has the advantages of
noncontact, good adaptability, cost-effectiveness, etc. That is
more suitable to solve the problem of grasping point detec-
tion during automatic sorting of fruits [11]–[13]. Compared
with independent fruit [14], such as apple, pear, and pineap-
ple, the grasping point detection of fruit cluster, such as
grape, longan, and lychee, is difficult, because of the variety
of cluster morphology, a lot of soft berry, complex edge of
fruit image [15], [16]. In addition, the automatic sorting of
fruit clusters based on parallel robot, which features high
accuracy, rigidity, speed, and large load carrying capability,
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places greater demands on precision and speed of grasping
point detection. In the process of automatic sorting, the fruit
cluster is randomly placed on a plane before the robot grasps
the fruit cluster. Therefore, this paper focuses on the problem
of grasping point detection for randomly placed fruit cluster.
It can lay the foundation for accurate, fast, and nondestructive
automatic sorting of fruit clusters based on parallel robot and
machine vision.

There are few studies on grasping point detection of ran-
domly placed fruit cluster. The existing researches about
grasping point detection mainly aim at picking study for the
fruit cluster hanging from the vine. The stalk of hanging fruit
cluster has the characteristics of locating above the cluster
and approximating straight line. Accordingly, the existing
methods adopt edge and straight-line detection algorithms
to extract stalk. The detected edges or lines are selected to
detect grasping point or picking point based on the hanging
constraint [17]–[20]. For instance, some scholars detected
straight-lines in the fixed region above the cluster and cal-
culated picking point according to the minimum distance
between center of gravity and detected lines. The method can
detect the picking point of hanging fruit cluster with high
success probability, but the detecting precision is affected by
the position accuracy of center of gravity and the edges of
pedicel, rachis, and others [21]. Compared with the hanging
fruit cluster, due to the placement randomness of fruit cluster,
the edge distances of stalk, berry, pedicel and others are
random, and the shape and position of stalk are unconstraint.
Therefore, the existing grasping point detection methods of
hanging fruit cluster are not suitable for the randomly placed
fruit cluster. This paper presents a grasping point detection
method of randomly placed fruit cluster using adaptive mor-
phology segmentation and principal component classification
of multiple features to solve the problem that it is difficult to
detect grasping point of randomly placed fruit cluster. The
precision and speed of grasping point detection are improved
to meet the grasping requirement of automatic sorting based
on parallel robot.

According to the growth characteristics of fruit cluster,
the stalk has good toughness and grasping stalk can reduce
damage of fruit cluster and realize stabilized and efficient
automatic sorting. So segmentation of stalk candidates and
stalk extraction for randomly placed fruit cluster are the key
problems of grasping point detection. The existing region
segmentation methods that can be used for segmentation
of stalk candidates mainly include threshold segmentation,
contour segmentation, fuzzy c-mean clustering, andmorphol-
ogy [22]–[24]. Compared with other methods, the morphol-
ogy is applied widely due to its efficiency [25]. However,
the existing morphology algorithms need to preset the size
of convolution kernel according to experiments or experience
and eliminate non-object regions based on image convolu-
tion. Due to the placement randomness of fruit cluster, the
edge distances of stalk, berry, pedicel and others are random
in image. It is difficult to find an optimal convolution kernel
for segmentation of stalk candidates for different randomly

placed fruit cluster image. Therefore, for the problem that
the segmentation of stalk candidates for randomly placed
fruit cluster based on existing morphology algorithm tends
to be low precision, an improved adaptive morphology image
segmentation algorithm based on edge distances is proposed.
Based on separation threshold of edge distances that are
defined based on the minimum distance between edge point
and unconnected components in minimum domain, the adap-
tive convolution kernel is constructed. In addition, a run anal-
ysis method with different and unordered labels is designed
to reduce calculation time of edge distances.

The main methods that can be used for stalk extraction
include two categories: region selection and region classifica-
tion. The region selection is realized by threshold judgement
based on region feature. This method is efficient, but the
precision and robustness are not satisfactory [26], [27]. The
existing region classificationmethods include two categories:
feature-based and pixel-based. There is a problem of informa-
tion redundancy, though lots of information can be retained
by using image pixel as input of classification [28]–[31]. The
existing region classification method based on feature has
the advantages of high precision and speed, good adaptabil-
ity [32]. However, due to unconstraint shape and position of
stalk of randomly placed fruit cluster, the feature of stalk
region and the difference in feature between stalk region and
non-stalk region are not obvious. It is difficult to describe and
classify stalk by existing features. In addition, the precision
and speed of stalk extraction are greatly affected by the
size of feature vector and the coupling between features in
feature vector. Therefore, an improved neural network region
classification algorithm based on principal components of
multiple features is proposed. The descriptors based on fea-
tures of object region are designed and the principal com-
ponents of multiple features are extracted based on variance
contribution.

The improved morphology image segmentation and region
classification algorithms are used for the research on grasping
point detection of randomly placed fruit cluster to improve
the precision and speed. It can lay the foundation for accurate,
fast, and nondestructive automatic sorting of randomly placed
fruit clusters based on parallel robot and machine vision.

II. IMPROVED ADAPTIVE MORPHOLOGY IMAGE
SEGMENTATION ALGORITHM BASED
ON EDGE DISTANCES
A. RUN ANALYSIS AND EDGE DISTANCE
CALCULATION IN MINIMUM DOMAIN
1) RUN ANALYSIS WITH DIFFERENT AND
UNORDERED LABELS
The main methods detecting and marking unconnected
component include run-based, contour-based, quadtree-
based [33]. Due to the factors of complex edge, various holes,
and branches in the image of fruit cluster, it is complicated to
use the contour-based and quadtree-based methods. The run-
basedmethod has the advantages of fast, efficient, and simple,
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and it is suitable for detecting and marking unconnected
component in the image of fruit cluster. However, the existing
run analysis method spends much time to scan image twice
and uses equivalent sequence to record the labels of con-
nected components in neighbouring rows. Considering the
purposes of detecting the components unconnected with the
component including the edge point in domain and marking
them with different labels, this paper improves the existing
run analysis method.

Compared with the existing run analysis method that needs
to scan image twice, the proposed run analysis method
with different and unordered labels does not need equivalent
sequence and can obtain the unconnected components with
different labels by only scanning image once. When the run
connects with more than one run in the previous row on
the first scanning, the detecting run and all the connected
run are marked with the label which is the minimum label
of the connected runs in the previous row. It can improve
the detecting speed and efficiency. The specific steps are as
follows:

(a) The image is scanned row by row. The consecutive
nonzero points are combined to compose a run in every row.
The start point, end point, and row number of the run are
recorded.

(b) Every run in the first row are marked. The labels are the
natural number beginning from 0 and increasing in sequence.

(c) Judging whether every run in every row except the first
row connects with the run in the previous row with 8 neigh-
borhood and marking the run: If no connection, the detecting
run is marked with a new label and the run label in the pre-
vious row remain unchanged. If only one run in the previous
row is connected, the detecting run is marked with the label
same as the connected run in the previous row. If more than
one run in the previous row is connected, the detecting run
and all the connected run are marked with the label that is
minimum label of the connected run in the previous row.

(d) After marking every run in every row, the unconnected
components with different and unordered labels are obtained.

2) EDGE DISTANCE CALCULATION IN MINIMUM DOMAIN
According to the distribution feature of edges in image,
the minimum domain centered on each edge point is used for
edge distance calculation. The minimum domain includes the
edge point, the component including the edge point, and
the components unconnected with the component including
the edge point. The minimum distance between the edge
point and unconnected components is calculated by cyclical
iteration and defined as edge distance of image in minimum
domain. The flow diagram is shown in Fig.1.

Every point in image with m ∗ n is selected successively
from left to right and from top to bottom firstly. If the pixel
of point is nonzero value, the point is marked. Then k marked
points are obtained. Then the unconnected components are
detected in the domain Mij with j ∗ j centered on every point
i.j = 3, 4, 5 . . .maxmn, andmaxmn is the larger one betweenm
and n. The j is assigned from 3 tomaxmn and the unconnected

FIGURE 1. Edge distance calculation.

components are detected, until the component unconnected
with the component including the point i in the domainMij is
existing or j is the maxmn. The proposed run analysis method
with different and unordered labels is adopted to detect the
unconnected components. If there is no unconnected com-
ponents in the domain Mij when j is assigned to maxmn,
the edge distance of the point i is 0. If there are unconnected
components when j = 3, 4, 5 . . .maxmn, j is assigned to
minimum value with which the unconnected components are
existing. That j is assigned to minimum value means the Mij
is minimum domain. The Euclid distances between the point
i and all unconnected components in the minimum domain
Mij are calculated. Then the minimum value of the Euclid
distances is used as edge distance of the point i. The specific
steps is as follows.

(a) The maximal label of obtained unconnected compo-
nents in Mij is b. The label of the component including the
point i is Ci.
(b) According to the order of labels, the distances between

the point i and all unconnected components are calculated
in sequence by the edge point-by-point method. For every
unconnected component, the distanceDre between the point i
and the edge points of unconnected component are calculated
according to (1).

Dre =
√
(xi − xe)2 + (yi − ye)2 (1)

The r is the label of unconnected component and is
assigned from 0 to b,e is the label of edge point and e =
0, 1, 2, . . . ,E − 1,E is the number of edge points, (xi, yi) is
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the image coordinate of point i, (xe, ye) is image coordinate
of edge point e.

(c) The minimum distance between the point i and the edge
points of unconnected component is used as the distance Dr
between the point i and the unconnected component. And the
minimum distance Di between the point i and unconnected
components is used as the edge distance of the point i.

FIGURE 2. (a) The distribution histogram of edge distances. (b) The
smoothed distribution histogram of edge distances.

B. IMPROVED ADAPTIVE MORPHOLOGY IMAGE
SEGMENTATION ALGORITHM
This paper designs adaptive convolution kernel for seg-
menting object regions according to the all edge distances
between edge point and unconnected components in min-
imum domain. The edge distances between backgrounds
(berries and others) are relatively far and the edge distribution
is sparse. The edge distances between stalk candidates (stalks,
stalk nodes, rachises and pedicels) are relatively near and
the edge distribution is dense. So the separation threshold
between edges of stalk candidates and backgrounds can be
calculated according to distribution of edge distances. The
distribution histogram of edge distances can be obtained by
counting the all distances Di as shown in Fig.2. The x-axis
represents the Di, and the y-axis represents the frequency
of Di. After smoothing the distribution histogram, the feature
of edge distribution is more apparent. The parts with high
frequency and near distance in the distribution histogram
mainly correspond to edges of stalk candidates. The parts
with low frequency and far distance mainly correspond to
edges of backgrounds. So the distance locating on the falling
edge and the 78% of peak on the distribution histogram is
used as the separation threshold Xp of edge distances.

FIGURE 3. Results of image segmentation. (a) Original image. (b) The
result of Close operation with adaptive convolution kernel. (c) The result
of Open operation with adaptive convolution kernel.

The separation threshold Xp of edge distances is used to
design adaptive convolution kernel of morphology algorithm.
Firstly the Close operation is performed in the edge image of
fruit cluster and the convolution kernel size of the Close oper-
ation is Xp ∗ Xp. The regions of stalk candidates with dense
edge distribution are closed and the holes of other regions are
retained as shown in Fig.3(a). Secondly the Open operation is
performed in the processed image and the convolution kernel
size of the Open operation is 1/2 of Xp ∗ Xp. The thin edges
of big holes are removed and the closed regions of stalk
candidates are retained. Finally, the remaining background
regions can be selected and removed according to region
area. The result of image segmentation is shown in Fig.3(b).
This proposed method constructs adaptive convolution kernel
according to separation threshold of edge distances, which
improves the precision and speed of image segmentation.

III. IMPROVED NEURAL NETWORK REGION
CLASSIFICATION ALGORITHM BASED ON PRINCIPAL
COMPONENTS OF MULTIPLE FEATURES
This paper proposes an improved neural network region clas-
sification algorithm based on principal components of multi-
ple features. The descriptors that can represent the difference
between stalk region and non-stalk region are designed and
the multidimensional feature vector is constructed based on
the descriptors. The principal components of multiple fea-
tures are extracted based on variance contribution to reduce
dimension and decouple.

A. CONSTRUCTING, DIMENSIONALITY REDUCTION AND
DECOUPLING OF MULTIDIMENSIONAL FEATURE VECTOR
The 20 descriptors based on region features are designed as
follows: area of region a(2), length of contour L (3), widthW
(4) and height H (5) of region, area secondary moment Npq
(7), center secondary moment Upq (9), anisometry Ani(13),
bulkiness Bul(14) and struct factor SF (15) of equivalent
ellipse, rectangularity Rec (16), convexity Con(17), circum-
circle radius ro, incircle radius ri, length hi and width wi of
inscribed rectangle, circularity Cir(18), mean distance Mdis
(19) between contour and center of area, distance deviation
Dd (20), roundness Rou (21), and compactness Com (22).

a =
∑

(x,y)∈R

1 (2)
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L =
nc∑

i=2,j=2

√
(xi − xi−1)2 + (yi − yi−1)2 (3)

W = xmax − xmin (4)

H = ymax − ymin (5)

The (x, y) is the image coordinate of point, R is the
region, nc is the number of point in contour. The geomet-
ric feature of region is described by translation-invariant,
rotation-invariant, and scale-invariant geometric moment.
The (p + q) order geometric moment Mpq is expressed as
follows:

Mpq =
∑

(x,y)∈R

xpynq. (6)

The sizes of stalk regions are different. Because of the
randomness of region position, the position is independent of
the region category. In order to avoid the influence of region
size and position on geometric moment, the area and center of
region are used to normalize the geometric moment according
to (7)-(9).

Npq = (1/a)
∑

(x,y)∈R

xpyq (7)

Or = (N10,N01) = ((1/a)
∑

(x,y)∈R

x1y0, (1/a)
∑

(x,y)∈R

x0y1)

(8)

Upq = (1/a)
∑

(x,y)∈R

(x − N10)p(y− N01)q (9)

The Or is center of region. The normalized geometric
moment is adopted to define the ellipse equivalent to the
region, which can describe the orientation and aspect ratio of
the region. The center of equivalent ellipse is the same as the
center of region. The semi-minor axis r2, the semi-major axis
r1 and the orientation α of the semi-major axis with regard to
the x-axis can be calculated according to geometric moment
as follows:

r1 =

√
2(U20 + U02 +

√
(U20 − U02)2 + 4U2

11) (10)

r2 =

√
2(U20 + U02 −

√
(U20 − U02)2 + 4U2

11) (11)

α = −(1/2) arctan(2U11/(U02 − U20)). (12)

Then the anisometry Ani, bulkiness Bul, and struct fac-
tor SF can be calculated according to equivalent ellipse as
follows:

Ani = r1/r2 (13)

Bul = πr1r2/a (14)

SF = Ani ∗ Bul − 1. (15)

The ratio of the area of region to that of rectangle with the
same first and second order moments of the region is taken as
rectangularity based on geometric moment as follows:

Rec = a/aRec. (16)

Regarding a region as a point set, if all points on a straight
line connected by any two points in the point set are in the
point set, the point set is a convex set. Convex set transfor-
mation is performed for region, and the minimum convex set
containing all points in the region is regarded as the convex
hull of the region. The convexity Con, circumcircle, and
incircle of the region are calculated by convex hull to describe
the shape features of region.

Con = a/aCon (17)

For the circular feature of region, two descriptors are
designed: circularity Cir and roundness Rou. The circularity
Cir is calculated based on circumcircle area aCir , which can
represent the degree to which the shape of the region is close
to that of a circle, as shown in (18). The roundness Rou is
calculated based on the distance between contour and center
of area. The roundness can be represented by mean distance
Mdis and distance deviation Dd according to (19)-(21).

Cir = a/aCir (18)

Mdis = (1/a)
∑

(x,y)∈R

√
(x − N10)2 + (y− N01)2 (19)

Dd =

√√√√(1/a)
∑

(x,y)∈R

(
√
(x − N10)2 + (y− N01)2 −Mdis)2

(20)

Rou = 1− Dd/Mdis (21)

The compactness is defined based on the relationship
between length and area of region as follows:

Com = L2/4aπ. (22)

The 20 descriptors are adopted to construct multidimen-
sional feature vector MF = (x1, x2, x3, . . . , x20). The xi is
column vector and represents the descriptors. The elements
of xi represent feature values of sample regions. The number
of rows inMF is the number of sample regions.

Using multidimensional feature vector can improve clas-
sification precision, but it is also a time-consuming process.
In addition, the correlation between features also has an effect
on precision. So this paper extracts the principal compo-
nents of multiple features based on variance contribution to
reduce dimension and decouple forMF . Firstly according to
(23) [34], the covariance matrix Cov = (sij)p×p of MF is
calculated.

sij= (1/(n−1))
n∑

k=1

(xki−x̄i)(xkj−x̄j)i, j = 1, 2, . . . , p (23)

The x̄i and x̄j represent the average of x elements in the
i and j column of MF respectively, n and p are the row and
column number ofMF respectively.

Then, the eigenvalues λi and unit eigenvectors bi of covari-
ance matrix are calculated. The eigenvalues λi are ranked by
size, λ1 ≥ λ2 ≥ λ3 ≥ . . . ≥ λp. According to (24), the vari-
ance contribution αi is calculated. The variance contribution
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FIGURE 4. (a) The variance contribution. (b) The accumulated variance
contribution.

can represent the amount of information included in feature
vector.

αi = λi/

p∑
i=1

λi i = 1, 2, . . . , p (24)

Taking the images of White Rosa grape clusters as an
example, the variance contribution of every component in
constructed multidimensional feature vector MF of stalk
region is shown in Fig.4. The first four are 60.2%, 23.7%,
9.6%, and 3.2% respectively. The accumulated variance con-
tribution of first four principal components is 96.7%. It means
that the first four principal components include 96.7% of the
amount of original information. According to experiments,
the principal components including more than 95% of the
amount of original information are chosen and used in this
paper. According to (25), the new feature vector NFi can be
calculated by dimensionality reduction and decoupling. The
t is the number of used principal components. The bi is the
unit eigenvectors of covariance matrix ofMF .

NFi = bi ∗MF i = 1, 2, . . . , t (25)

B. NEURAL NETWORK REGION CLASSIFICATION
In image classification, compared with traditional algorithms
such as support vector machines (SVM), k-nearest neighbor
(kNN) and k-means, the neural network has more advantages
in nonlinear mapping, self-learning and generalization [35].
The neural network can map complex non-linear relation-
ships without building mathematical equations in advance,
and distinguish features and details that are difficult to rec-
ognize in images. The existing neural networks for image

classification mainly include back propagation (BP) neural
network, long short-term memory (LSTM) network, recur-
sive neural network (RNN), deep belief network (DBN),
deep convolutional network (DCN) and so on. Compared
with the shallow neural networks such as LSTM and RNN,
the structure of BP neural network with good nonlinear
mapping approximation, fault-tolerant and generalization
performances is simpler when solving the same problem.
In addition, the input of neural network is the multidimen-
sional feature vector constructed with dimensionality reduc-
tion and decoupling which can describe the region more
comprehensively by less features in this paper. Therefore,
compared with the complex deep neural networks that need
more training time and samples, such as DBN and DCN,
the BP neural networkwith learning and adaptive abilities can
be adopted to classify stalk of randomly placed fruit clusters
rapidly and precisely.

After dimensionality reduction and decoupling, the BP
neural network of t-10-2 is built to classify the new multidi-
mensional feature vector NFi. And the classification of target
region based on principal components of multiple features
is realized. The neuron number of input layer decreases to
t from p by dimensionality reduction and decoupling. The
regions are classified into two categories: target and back-
ground, so the neuron number of output layer is 2. The neuron
number of hidden layer influences classification precision.
The overfitting and underfitting may happen, if there are
an inapposite neuron number of hidden layer. According
to experiments, the neuron number of hidden layer is set
to 10. According to (26)-(27) [36], the activation functions
of hidden layer and output layer are set based on hyperbolic
tangent function and softmax activation function respectively.
The xi is the ith value in output feature vector of output layer.
The j is the number of value in output feature vector used
for summation. The output values are mapped to (0,1) and
the sum of output values is 1. The initial weights are set to
random number of [-1,1].

f (x) = tanh(x) = (ex − e−x)/(ex + e−x) (26)

f (xi) = exi/
∑n

j=1
exj (27)

IV. GRASPING POINT DETECTION OF RANDOMLY
PLACED FRUIT CLUSTER USING ADAPTIVE
MORPHOLOGY SEGMENTATION AND PRINCIPAL
COMPONENT CLASSIFICATION OF
MULTIPLE FEATURES
For the problem that it is difficult to detect the grasping point
of randomly placed fruit cluster rapidly and precisely, a grasp-
ing point detection method of randomly placed fruit cluster
using adaptive morphology segmentation and principal com-
ponent classification of multiple features is proposed in this
paper as shown in Fig.5. The improved adaptive morphol-
ogy image segmentation algorithm based on edge distances
and improved neural network region classification algorithm
based on principal components of multiple features are used
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FIGURE 5. Grasping point detection method of randomly placed fruit cluster using adaptive
morphology segmentation and principal component classification of multiple features.

FIGURE 6. Visual system of grasping point detection for randomly placed
fruit cluster.

for the research on grasping point detection of randomly
placed fruit cluster to improve the precision and speed.

A. IMAGE ACQUISITION
The visual system of grasping point detection for ran-
domly placed fruit cluster is built based on parallel robot
sorting system as shown in Fig.6. The research mainly

focuses on the physical characteristics of randomly placed
fruit cluster that lead to the problem that it is difficult
to detect the grasping point based on machine vision.
Therefore, the black background is adopted to simplify
experimental model and reduce the interference of complex
background.

According to the size of workspace for grasping on parallel
robot sorting system, the field of view for grasping point
detection is set as 400mm×300mm, the feature resolution
is set as 0.2mm and the range of object distance is set as
800-900mm. According to (28)-(30), the visual hardware
parameters can be calculated. Then the complementary metal
oxide semiconductor (CMOS) camera with the pixel size
of 2592×1944 and the CMOS size of 1/2.5’’ is used. The
lens with the focal length of 12mm is adopted to acquire
randomly placed fruit cluster image. In addition, in order to
reduce the influence of specular reflection on image quality,
two flat light sources with color temperature of 6600-7000k
are adopted to illuminate the fruit clusters indirectly. For
achieving diffuse reflection of light in workspace, two light
sources are set to illuminate each other directly and the white
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wall of system is set to reflect received light.

FOVi/Pi = 1wi (28)

1/WD+ 1/MD = 1/f (29)

m = CSi/FOVi = MD/WD (30)

The FOVi is the length or width of field of view,1wi is the
feature resolution on the direction of length or width, WD is
the object distance, MD is the image distance, f is the focal
length, CSi and Pi is the length or width of CMOS in mm and
pixel respectively. Taking the White Rosa grape clusters as
an example, the acquired image is shown in Fig.7. The fruit
cluster includes berry, stalk, stalk node, rachis, and pedicel.

FIGURE 7. Fruit cluster.

FIGURE 8. Preprocessing results. (a) The intensity image I. (b) The result
of edge enhancement with conventional method. (c) The result of edge
enhancement with improved method.

B. EDGE ENHANCEMENT IN HSI
The existing image color models mainly include RGB (red
green blue), HSV (hue saturation value), HSI (hue satura-
tion intensity), HSL (hue saturation lightness), HSB (hue
saturation brightness) and so on. Compared with other color
models, the HSI color model can better facilitate the color
processing and recognition and the workload for color anal-
ysis in HSI color model can reduced greatly. Therefore, con-
sidering the color differences among berry, stalk, rachis, and
pedicel of fruit cluster, the HSI color model is adopted to
increase the contrast between foreground and background in
image. In addition, compared with the other components in
HSI color model, the intensity image I calculated by aver-
aging RGB components can reduce the influence of uneven
illumination and noise. Taking the White Rosa grape clusters
as an example, as shown in Fig.8(a), the difference between
foreground of grape cluster and background is obvious in I
because the calculation of I is similar to mean filtering and
can reduce noise in RGB from image acquisition. As shown
in Fig.8(b), the noise may be enhanced in the process of

edge enhancement. Therefore, before the edge enhancement,
the circular convolution kernel with radius of 3 pixels is
designed and the median filtering is performed on image with
the way of pixel-by-pixel to reduce the salt and pepper noise.
Then the Gaussian filter and Laplace operator are combined
by (31)-(32) and the Laplacian of Gaussian(LOG) function is
adopted to process image. It can reduce the Gaussian noise on
the image and enhance edge as shown in Fig.8(c). Compared
with Fig.8(b), the noise in Fig.8(c) is reduced obviously.
Compared with Fig.8(a), the difference between foreground
and background is increased obviously.

Gσ (x, y) = (1/
√
2πσ 2) exp(−((x2 + y2)/2σ 2)) (31)

LoG1Gσ (x, y) =
∂2

∂x2
Gσ (x, y)+

∂2

∂y2
Gnσ (x, y)

= ((x2 + y2 − 2σ 2)/σ 4)e−(x
2
+y2)/2σ 2 (32)

C. SEGMENTATION OF STALK CANDIDATES AND STALK
EXTRACTION FOR RANDOMLY PLACED FRUIT CLUSTER
The threshold segmentation is performed on enhanced image
of randomly placed fruit cluster. The gray histogram of image
is calculated. The gray value locating on the right of wave
peak and the 70% of peak on the gray histogram is used as
threshold of global segmentation. After threshold segmenta-
tion, as shown in Fig.9, the binary image including the edges
of berry, stalk, stalk node, rachis, pedicel and background
is obtained. Then the improved adaptive morphology image
segmentation algorithm based on edge distances is used for
segmentation of stalk candidates.

FIGURE 9. The binary image of edges.

In order to extract stalk by improved neural network region
classification algorithm, it is necessary to label the stalk
regions and non-stalk regions in the stalk candidates for train-
ing and testing the neural network. The obtained binary image
including stalk candidates is used as mask image. Logic AND
is operated by obtained mask image and original image. The
result is shown in Fig.10(a). Then the threshold processing is
performed in the resulting image of Logic AND. The region
set of stalk candidates including stalk, rachis, pedicel, and
stalk node is obtained as shown in Fig.10(b). The region set
of stalk candidates for training and testing neural network is
constructed and labeled manually, as shown in Fig.11.

The steepest descent method is adopted to train neural net-
work with the region set of stalk candidates. The parameters
of weights and biases are adjusted continually based on back
propagation to make error reach minimum. Extracting stalk

158042 VOLUME 7, 2019



Q. Zhang, G. Gao: Grasping Point Detection of Randomly Placed Fruit Cluster Using Adaptive Morphology Segmentation

FIGURE 10. Stalk candidates. (a) Image of stalk candidates. (b) Regions of
stalk candidates.

FIGURE 11. Region set of stalk candidates. (a) Stalk regions. (b) Non-stalk
regions.

from region set of stalk candidates can be performed based
on trained BP neural network.

D. GRASPING POINT DETECTION OF RANDOMLY PLACED
FRUIT CLUSTER BASED ON STALK CONTOUR
1) GRADIENT DIRECTION DISTRIBUTION
OF STALK CONTOUR
According to extracted stalk region of randomly placed fruit
cluster by image segmentation and region classification,
the contour of stalk is extracted and the points in the contour
are marked orderly by Li, i = 0, 1, 2 . . . , g. In order to
improve the calculation speed, the points Li are sampled with
step length of 1Pi based on the length l of finger of robot
clamping mechanism according to (33). Then the sampled
point set of stalk contour is obtained L ′i , i = 0, 1, 2 . . . , g′.
The g′ is the quotient of g/10.

1/1w = 1Pi/l (33)

The units of 1w and l are mm, the unit of 1Pi is pixel.
The points in the sampled point set are calculated orderly
as shown in Fig.12. The gradient vector Gi and gradient
direction a(x, y) of contour in the every point L ′i are calculated
according to (34)-(35). The gradient direction is expressed
based on x-axis.

Gi = [gx , gy] = [∂f (x, y)/x, ∂f (x, y)/y] (34)

a(x, y) = arctan(gy/gx) (35)

As shown in Fig.12 and Fig.13, the stalk contour can be
divided into 3 basic categories. (a) The first kind: picking
end Dp is near stalk node A. (b) The second kind: picking
end Dp is far from stalk node A. (c) The third kind: there is

FIGURE 12. Gradient direction calculation. (a) Gradient
direction calculation for first kind of stalk contour. (b) Gradient direction
calculation for second kind of stalk contour. (c) Gradient direction
calculation for third kind of stalk contour.

FIGURE 13. Stalk contours. (a) The first kind of stalk contour.
(b) The second kind of stalk contour. (c) The third kind of stalk contour.

no stalk node A. The Di1 and Di2 are the ends in the stalk
touching the cluster. The distribution diagram of gradient
directions is built considering the point L ′i as x-coordinate
and the gradient direction a(x, y) as y-coordinate. As shown
in Fig.14, the points with big change of gradient direction in
distribution diagram correspond to the stalk node and ends
in stalk. Therefore, according to the rising edges or falling
edges in distribution diagram, the positions of stalk node A
and picking end Dp can be obtained.

2) LOCAL DIAMETER DISTRIBUTION OF STALK
IN GRADIENT DIRECTION
According to the sampled point set L ′i and gradient direction
of stalk contour in the every point L ′i , the local diameter of
stalk in the every point is calculated. It is difficult to fit the var-
ious stalk contours by geometry such as rectangle, ellipse, and
straight line. In addition, the local diameter of stalk in every
contour point is different. It is difficult to accurately calculate
the diameter of stalk by using the mean distance between
straight lines, mean length or width of rectangles or mean
radius of ellipse. Therefore, the distance between pixel peaks
in gradient direction of stalk contour is calculated as local
diameter of stalk in this paper. Starting from L ′i , the pixel
change of contour is calculated along the gradient direction
a(x, y). The point K ′i that is the first rising edge of pixel
change along the gradient direction a(x, y) of detecting point
L ′i is regarded as the corresponding point of detecting pointL

′
i .

The all corresponding points K ′i related to L ′i are calculated.
Then the point pair set J is composed of (L ′i ,K

′
i ). The Euclid

distance of every point pair (L ′i ,K
′
i ) is calculated as the local

diameter hi of stalk in L ′i . The distribution diagram of local
diameters is built considering the point L ′i as x-coordinate
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FIGURE 14. Distribution diagram of gradient directions. (a) Distribution diagram of gradient directions for first kind of stalk contour.
(b) Distribution diagram of gradient directions for second kind of stalk contour. (c) Distribution diagram of gradient directions for
third kind of stalk contour.

FIGURE 15. Distribution diagram of local diameters. (a) Distribution diagram of local diameters for first kind of stalk contour.
(b) Distribution diagram of local diameters for second kind of stalk contour. (c) Distribution diagram of local diameters for third kind of
stalk contour.

and the local diameter of stalk in gradient direction as
y-coordinate, as shown in Fig.15.

3) GRASPING POINT DETECTION OF RANDOMLY
PLACED FRUIT CLUSTER
According to the gradient direction distribution, local diam-
eter distribution, node and end of stalk, the most robust part
in stalk is calculated as grasping point. According to the dis-
tribution diagram of gradient directions, the stalk parameters
including the category of stalk, the positions of stalk node
and picking end are analyzed and determined firstly. If there
are less than 3 rising edges or falling edges, there is no stalk
node. Otherwise, there is stalk node and the positions of stalk
node A and picking end Dp need be calculated. Because the
direction change of end is obviously greater than that of stalk
node, the rising edges or falling edges can be chosen by
threshold. The smallest direction change of rising edge or
falling edge should correspond to stalk node A. The before
and after rising edges or falling edges of the stalk node A
should correspond to the ends Di1 and Di2. The rest of the
rising edge or falling edge should correspond to Dp.
Then the stalk parameters and the local diameter distribu-

tion are adopted to detect grasping point. If there is no stalk
node, the point with maximum diameter in stalk based on
the local diameter distribution is regarded as grasping point.
If there is stalk node, the point with maximum diameter in the

stalk part between stalk node A and the picking endDp based
on the local diameter distribution is regarded as grasping
point.

FIGURE 16. Force during grasping. (a) Force during grasping for first kind
of stalk contour. (b) Force during grasping for second kind of stalk
contour. (c) Force during grasping for third kind of stalk contour.

The proposed method considers the gravity and distribu-
tion of berries in fruit cluster during grasping. As shown
in Fig.16, it makes the force-bearing point of every rachis
of fruit cluster mainly focus on the stalk node to avoid the
detachment of rachis from stalk caused by the different force
in every rachis during grasping. In addition, the robust and
burly part of stalk is chosen as grasping point. The stalk node
and robust part are combined to realize precise grasping point
detection.

The grasping points pl and pr in images coming from left
and right cameras respectively can be acquired by the pre-
sented method. Then the actual grasping point PW in world
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coordinate system can be calculated by (36)-(38) according
to pl and pr .

PW = (ATA)−1ATB (36)

A =


(ulml31 − m

l
11) (ulml32 − m

l
12) (ulml33 − m

l
13)

(vlml31 − m
l
21) (vlml31 − m

l
22) (vlml33 − m

l
23)

(urmr31 − m
r
11) (urmr32 − m

r
12) (urmr33 − m

r
13)

(vrmr31 − m
r
21) (vrmr32 − m

r
22) (vrmr33 − m

r
23)


(37)

PW =

X
Y
Z

 , B =


ml14 − ulm

l
34

ml24 − vlm
l
34

mr14 − urm
r
34

mr24 − vrm
r
34

 (38)

The (ul, vl, 1) and (ur , vr , 1) represent the homogeneous
coordinates of pl and pr in pixel coordinate system respec-
tively, (X ,Y ,Z , 1) is the homogeneous coordinate of PW
in world coordinate system, mkij(k = l, r; i = 1, 2, 3;
j = 1, 2, 3, 4) represents the value in row i and column
j of projection matrix, k represents the camera. The above
parameters can be required by camera calibration.

V. RESULTS AND DISCUSSION
Taking the White Rosa grape clusters as an example, the
200 color images of grape clusters in different morphology
are acquired by the visual system of grasping point detection
for randomly placed fruit cluster based on parallel robot
sorting system. According to distribution of edge distances,
the 80 images with bigger interspace between berries are
classified into S. The 120 images with smaller interspace
between berries are classified into C as shown in Fig.17. The
hardware of experiment is Intel(R)Core(TM)i7-3770 CPU
with 8GB memory and x64 CPU.

FIGURE 17. Representative of fruit cluster categories. (a) S. (b) C .

A. SEGMENTATION OF STALK CANDIDATES FOR
RANDOMLY PLACED FRUIT CLUSTER
The segmentation experiments of stalk candidates are per-
formed for 200 different images of randomly placed grape
clusters based on the existing morphology algorithm with
fixed convolution kernel and improved adaptive morphol-
ogy image segmentation algorithm respectively. The fixed
convolution kernel includes small fixed convolution kernel
and large fixed convolution kernel. The sizes of small fixed
convolution kernel and large fixed convolution kernel are
obtained based on the edge distance means of 120 C images
and 80 S images respectively.

FIGURE 18. The segmentation results of stalk candidates. (a) The
segmentation results of stalk candidates with too large convolution
kernel. (b) The segmentation results of stalk candidates with too small
convolution kernel. (c) The segmentation results of stalk candidates with
proper convolution kernel.

The experimental results are shown in Fig.18, the con-
volution kernel with improper size affects the segmentation
precision of stalk candidates. When the convolution kernel
is too large, the background regions are easily segmented as
stalk candidates. When the convolution kernel is too small,
the obtained regions of stalk candidates are incomplete. Seg-
menting stalk candidates precisely is difficult in the two
situations.

The judgement if the segmentation is correct is performed
according to (39). If ac ≥ 70%, the segmentation is correct.
Otherwise, it is incorrect.

ac = (A1 ∩ A2)/A2 (39)

The A1 is the region of stalk candidate obtained by seg-
mentation, A2 is the actual region of stalk candidate. The
judgement of correctness is performed in every segmentation
experiment for every image. From the statistics of results
in Table 1, we can see that the average segmentation precision
based on improved adaptive morphology image segmentation
algorithm reaches 98.54%. Comparing with the existing mor-
phology algorithms with small fixed convolution kernel and
large fixed convolution kernel, the average segmentation pre-
cision increases by 9.58% and 10.2% respectively. The dis-
tributions of edge distances of randomly placed fruit clusters
with different interspace between berries are different. The
segmentation precisions for randomly placed fruit clusters
S and C by using the existing morphology algorithms with
fixed convolution kernel are difference. The improved adap-
tive morphology image segmentation algorithm has a high
precision for the images of randomly placed fruit clusters
S and C . It can improve the precision and applicability of
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TABLE 1. The experimental results of segmentation of stalk candidates.

TABLE 2. The feature vector values of stalk regions in partial samples.

segmentation of stalk candidates for randomly placed fruit
cluster.

B. STALK EXTRACTION FOR RANDOMLY
PLACED FRUIT CLUSTER
Experimental methods: The 150 images are chosen randomly
as sample images. According to the stalk candidates obtained
by segmentation from 200 different images, the stalk regions
and non-stalk regions in stalk candidates from sample images
are used as sample set. There are 150 stalk regions and
870 non-stalk regions in total. The stalk candidates from other
50 images are used as test set to verify precision of stalk
extraction. In order to verify the influence of feature vec-
tor on the extraction precision, the low-dimensional feature
vector, high-dimensional feature vector and 20-dimensional
feature vector constructed in this paper are used as inputs
of BP neural network. The descriptors of low-dimensional
feature vector are chosen randomly from the 20 descriptors
proposed in this paper. The descriptors of high-dimensional

feature vector include other shape descriptors, such as angle,
direction, and size, in addition to the 20 descriptors proposed
in this paper.

Experimental results: the data of feature vectors in partial
samples are shown in Tables 2 and 3. From the tables we can
see that it is difficult to classify the feature vectors directly
because of the complexity of data and correlation between
features. So the principal components of multiple features are
extracted based on variance contribution to reduce dimension
and decouple. The BP neural network is built to classify the
stalk regions and non-stalk regions.

The experimental results with different feature vectors are
shown in Table 4. The trained BP neural network is tested
by the feature vectors extracted from test set to calculate
the precision of stalk extraction. From Table 4 we can see
that the extraction precision based on the low-dimensional
feature vector is low because representing region by the low-
dimensional feature vector is not comprehensive and easily
leads to underfitting in classification. Though representing
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TABLE 3. The feature vector values of non-stalk regions in partial samples.

TABLE 4. The experimental results of stalk extraction.

region by the high-dimensional feature vector is compre-
hensive, the overfitting may happen to affect the precision
and speed of extraction. Compared with low-dimensional and
high-dimensional feature vectors, the 20-dimensional feature
vector proposed in this paper can reduce the effect of over-
fitting and underfitting. The extraction precision increases by
at least 5.47%. Compared with the method without dimen-
sionality reduction and decoupling, the extraction precision
increases by at least 2.17% and the average training time
reduces by at least 25.9s. The improved adaptive morphol-
ogy image segmentation algorithm based on edge distances
can improve the precision and speed of stalk extraction for
randomly placed fruit cluster.

FIGURE 19. The results of grasping point detection for randomly placed
grape clusters. (a) Images coming from left camera. (b) Images coming
from right camera.

C. GRASPING POINT DETECTION OF RANDOMLY
PLACED FRUIT CLUSTER
The experiments of grasping point detection based proposed
method are performed for 200 different images ofWhite Rosa
grape clusters. As shown in Fig.19, the obtained grasping
points of randomly placed grape clusters all are the robust
parts with maximal diameter in stalk.

The grasping points from oft-repeated human detection are
used as actual grasping points. The accuracy of grasping point
detection is calculated by comparing the result of grasping
point detection with the actual grasping point. The method
of human detection is as follows: (1) Judging if there is stalk
node. (2) Detecting the point with maximum diameter in the
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TABLE 5. The experiment data of grasping point detection.

TABLE 6. The experimental results of grasping point detection.

corresponding part by a vernier caliper and regarding it as
grasping point. The partial experiment data are shown as
Table 5. The (xa, ya, za) is the coordinate of actual grasp-
ing point in world coordinate system. The (xc, yc, zc) is the
coordinate of detecting grasping point in world coordinate
system. The Hmax is the maximum diameter of stalk. The De
is the detecting error, which can be calculated based on Euclid
distance between (xa, ya, za) and (xc, yc, zc) according to (40).

De =
√
(xa − xc)2 + (ya − yc)2 + (za − zc)2 (40)

If theDe less than 5mm, the detection is correct. Otherwise,
it is incorrect. As shown in Table 6, the average precision of
grasping point detection for 200 different images by proposed
method reaches 94.50% and the average time of detection
reaches 2.01s.

FIGURE 20. Path planning.

The sorting robot of fruit clusters is responsible for imple-
menting the fast grasp-and-place operation, which is arranged
in the way as shown in Fig.20. To reduce the vibration and
berry dropping that may occur in high-speed robotic sort-
ing [37], the peak acceleration of the clamping mechanism
is set as 6 m/sn2. According to the length of fruit cluster
and the size of workspace, the distances SAB,SBC , and SCD
are set as 0.4m, 1m, and 0.4m respectively. According to
(41), based on the 3-4-5 polynomial, the total time for the
clamping mechanism to bring a fruit cluster from A to D is
Ttotal = 2.22s.

T =
√
5.7735S/amax (41)

The amax is the peak acceleration of clamping mechanism,
S is the distance.

The system can start grasping point detection when the
clamping mechanism grasps the last fruit cluster and arrives
at B. The grasping point detection should end when the
clamping mechanism places the last fruit cluster in D and
goes back to C . The time of grasping point detection should
meet the condition of (42).

Tgd ≤ TBC + TCD + Td + TDC = Ttotal + Td (42)

The Tgd is the time of grasping point detection, the TBC ,
TCD and TDC are the time for the clamping mechanism to
pass BC , CD, and DC , Td is the time for the clamping
mechanism to place the fruit cluster. According to (41)-(42),
Ttotal + Td > 2.22s.
The experimental results show that the proposed method

can solve the problem that it is difficult to detect grasping
point of randomly placed fruit cluster precisely and rapidly.
It not only improves the precision, but also satisfies the time
requirement of parallel robot to detect the grasping points
of fruit cluster. It can lay the foundation for accurate, fast,
and nondestructive automatic sorting of randomly placed fruit
clusters based on parallel robot and machine vision.

VI. CONCLUSION
For the problem that it is difficult to precisely and rapidly
extract stalk and detect grasping point of randomly placed
fruit cluster based on machine vision, this paper proposes
a grasping point detection method of randomly placed fruit
cluster using adaptive morphology segmentation and princi-
pal component classification ofmultiple features. The follow-
ing conclusions can be drawn:

(1) An improved adaptivemorphology image segmentation
algorithm based on edge distances is proposed. It solves
the problem that the segmentation of stalk candidates for
randomly placed fruit cluster based on existing morphology
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algorithm with fixed convolution kernel tends to be low pre-
cision. In addition, the existing run analysis method based
on equivalent sequence is improved. It reduces the time
detecting and marking unconnected components in the edge
distance calculation and improves the efficiency of image
segmentation.

(2) An improved neural network region classification algo-
rithm based on principal components of multiple features is
proposed. It solves the problem that it is difficult to describe
and classify unconstraint stalk by existing features. The prin-
cipal components of multiple features are extracted based on
variance contribution to improve the precision and efficiency
of region classification.

(3) The improved morphology image segmentation and
region classification algorithms are successfully applied to
detect grasping point of randomly placed fruit cluster based
on stalk. The proposed method is verified by experiments
with 200 images of White Rosa grape clusters based on
parallel robot sorting system. Compared with the exist-
ing morphology algorithm with fixed convolution kernel,
the average segmentation precision of stalk candidates
increases by 9.89%. Compared with the existing neural net-
work region classification algorithm, the average precision
of stalk extraction increases by 2.17%. Based on proposed
method, the average precision of grasping point detection
reaches 94.50% and the average time is 2.01s. The exper-
imental results show that the proposed method solves the
problem that it is difficult to detect grasping point of ran-
domly placed fruit cluster precisely and rapidly. It can lay the
foundation for accurate, fast, and nondestructive automatic
sorting of randomly placed fruit clusters based on parallel
robot and machine vision.
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