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ABSTRACT Most of the works on the literature on urban transformation focus on the outcomes of
transformation in legal, psychosocial, socioeconomic, and geographical aspects; and employ rapid screening
models to assess the areas and multiple structures subject to urban transformation. Aiming the contribute to
the literature, this study investigates the causal relationships between the parameters used in risk assessment
of the individual masonry structures undergoing transformation. The causal relationship, which expresses
the cause-effect relationship between two variables, shows that the independent variable has a direct or
indirect effect on the dependent variable. The results of statistical analysis and theory should be considered
concurrently in building a causal relationship model. The structural assessment reports for risky structures
of 183 individual masonry buildings were examined and the relationships between the dependent and
independent variables were assessed using path analysis. In order to establish a rapid assessment technique
for risk assessment, the variables were chosen by binary logistic regression analysis due to the discrete
nature of the dependent variable, and the final model was built accordingly. According to the model
analysed by binary logistic regression, direct and indirect effects between the variables were determined
using path analysis. While path analysis is applied to continuous data and evaluates linear regression results,
an evaluation was performed based on logistic regression with discrete data results in this study. According to
the pathmodel analysis, the city where the building was located had the largest direct effect (path coefficient).
It was concluded that the model, built with 6 effective variables selected among 25 independent variables
generating the risk result, was acceptable in terms of engineering, and the proposed rapid assessment model
could be used for risk assessment because of its high correct classification rate.

INDEX TERMS Causality, logistic regression, path analysis, urban transformation.

I. INTRODUCTION
Cities are settlements that have multifaceted and dynamic
structures [1]. Since the day they are founded, cities are
worn out due to natural disasters, increasing population,
unplanned construction, and many other problems occurring
in this process. This situation has raised the topic of urban
transformation in the process of reconstructing our cities in
light of the principles of modern urbanism and planning [2].

As in many other countries, Turkey has performed con-
siderable research and development work on urban trans-
formation over the recent years [3]–[7]. Most of this work,
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which makes comparative analyses of the urban transfor-
mation projects carried out in Turkey and the world [8] or
evaluates the transformation from a local perspective [9],
tends to focus on the objectives of urban transformation
and the results of the implemented projects. Much of the
literature on urban transformation focuses on the outcomes
of transformation in legal, psychosocial, socioeconomic and
geographical aspects [2], [10], [11].

The high number of parameters involved in the risk
assessment of risky structures and areas subject to urban
transformation poses challenges in establishing a decision
mechanism. Therefore, there has been a need for rapid
screening methods that allow for performing efficient assess-
ment in a short time. For this purpose, various regulations,
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studies and assessments, known as rapid screening meth-
ods in the literature, have been performed in many areas
subject to urban transformation. Early research on rapid
screening methods presented a method referred to as the
SST Format, which was developed using data from the
Tokachi-Oki earthquake in 1968 [12]. Having been intro-
duced in the literature on earthquake engineering by Federal
Emergency Management Agency (FEMA) 154 and FEMA
155 reports (1988), rapid visual screening methods are still
in use today [13]. Tezcan et al. proposed the P5 Method for
rapid assessment of existing buildings to prevent the loss
of life during an earthquake [14]. This method was then
improved as the P24 Method and it was finally updated as the
P25 Method [15]. These methods provide data on whether a
structure has potential to collapse based on its performance
score.

The Turkish Ministry of Environment and Urbanization
has been authorized to administer the procedures and princi-
ples regarding rehabilitation, evacuation and renewal of areas
at risk of disasters and lands and parcels with risky buildings
outside these areas in order to provide proper, healthy and
safe living environments that meet technical and aesthetic
norms and standards. Having been enacted with this purpose,
the Turkish Law on Transformation of Areas under Disaster
Risk (No.6306) provides practical guidelines and methods to
assess the risk levels of the areas with individual or mul-
tiple structures [16]. ‘‘The Methods for Regional Seismic
Risk Assessment of Buildings’’, a section on regulations
authorized by this law, is a rapid screening technique that is
based on an information form to be applied in the field for
seismic risk assessment of reinforced concrete and masonry
buildings. In order to obtain accurate data while filling in
building data collection forms, a team of experts should carry
out the field investigation. With these forms, firstly, the iden-
tity information (i.e., address and coordinate information) of
the examined buildings and then the technical information
are collected, and the performance scores of the buildings
are calculated in light of the technical data obtained. The
risk priority among the regions can be determined with the
distribution of the calculated scores by ordering the calculated
performance scores from highest to lowest. The lower the
performance score obtained from the structure, the higher
the risk of the building. The current rapid screening methods
serve the purpose of risky area prioritization. The methods to
be used in defining the regional risk situation can be imple-
mented in areas with a statistically significant number of
buildings as required by scientific techniques. These methods
cannot be used for risk assessment in an individual building,
which poses a limitation [17].

The existing rapid screening forms are applied to multiple
structures in areas declared as risky areas and consist of
a large number of parameters. Experts should collect this
data only after the required observations and measurements
have been performed. In determining risky structures to be
assessed within the scope of transformation, the excess of the
number of parameters complicates the assessment process,

while increasing the cost and giving damage to the structures.
We have reviewed the literature on urban transformation
and concluded that the majority of relevant studies focus
on the outcomes of transformation in legal, psychosocial,
socioeconomic and geographical aspects and employ rapid
screening models to assess the areas and multiple structures
subject to urban transformation, but there are currently no
research results available on the risk assessment of individual
structures.

The data obtained from the relevant Provincial Directorates
for Environment and Urbanization are used in this study
in order to optimize the decision process. For this purpose,
by selecting effective parameters for risk assessment of indi-
vidual masonry structures, we built a comprehensive path
model to sort out the pathways underlying the effects between
them. The proposed rapid assessment model is intended
to contribute to the decision process and to minimize the
time and costs of risk assessment procedure and the damage
occurred in the structure in this process. The risk assessment
model, which typically lasts weeks due to fieldwork, data
collection from a building and simulation, is optimized to
provide information about the risk assessment of the build-
ing (Risky/Safe). Therefore, an initial assessment is carried
out to determine whether the actual risk assessment can be
performed with advanced analysis techniques. Developed
particularly for individual masonry buildings, this model is
significant for assessing the current risk situation of a building
in a short time without causing permanent damage to the
building or paying additional costs. This rapid assessment
model could contribute to the decision-making process since
the existing rapid assessment models are used to identify
‘‘risky areas’’ based onmultiple structures and the risk assess-
ment of individual structures is carried out only by for-profit
companies.

II. MATERIALS AND METHODS
Path analyses and diagrams, which contribute to the decision-
making process and have been a popular research topic
in many areas of science such as statistics, econometrics,
epidemiology, genetics and other related disciplines, are
graphical models used to encode assumptions about the data
generation process [18]–[20]. Interactions and causality rela-
tionships of the variables in the model become complicated
as the number of variables increases. Causality refers to
the cause-effect relationships between variables. The causal
relationship is that events and phenomena are interdependent
or each case can be explained based on a cause [21]. A cause-
effect relationship is established between two variables and a
causal model is formed as a result of linking these reciprocal
relations with each other by means of impact pathways [22].

The term ‘‘exogenous variable’’ is used to refer to the
dependent variable in the model and the term ‘‘endogenous
variable’’ is used for the independent variable for causal anal-
ysis. An exogenous variable is a variable whose variability
is determined by causes outside the causal model. In con-
trast, an endogenous variable is a variable whose variability
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is accounted for by the exogenous and other endogenous
variables in the causal model [23]. For each endogenous
variable y, there is a function y = f(x, u) representing the
causal relationship from exogenous variables u and other
endogenous variables x to y. When assuming that no hidden
confounders exist, exogenous variables can be omitted from
the analysis.

The function y = f (x), which shows a causal relationship,
indicates that the endogenous variable x has a direct effect
on the exogenous variable y [24]. The causality shown in
the function can alternatively be expressed as x→y. In this
expression, which is preferred particularly in the representa-
tion of graph structure, causality is characterized by a uni-
directional relation (from one cause to one consequence),
represented by a directional arrow. The arrow begins from
the variable that induces the change and points towards the
variable that shows the effect, and its direction indicates the
direction of the effect [22].

Paul and Anderson built a causal model using multivariate
species data [25]. Whenever there is an independent variable
in a cause-effect relationship, a dependent variable either
appears or changes. In cases where there is no cause-effect
relationship, although it may seem like there is a relationship
between the variables, in fact, this relationship is due to the
effects of other variables on these variables [26]. A variable
being affected by another variable does not necessarily indi-
cate a causal (i.e., cause-effect) relationship [27]. A causal
relationship involves hypothesis as well as knowledge and
facts [28]. Relationships are defined by evaluating the results
obtained from knowledge and theories and statistical anal-
ysis together. These interactions resulting from causal or
non-causal relationships should be analysed cautiously. Path
analysis, which is one of the methods allowing for causal
modelling analysis, is used to determine whether the data is
consistent with the model built rather than creating a causal-
ity structure. This method is highly effective for examining
complex models and comparing different models [29].

There are a number of reporting and analysis parameters
that should be applied in determination of risky structures
to be assessed within the scope of urban transformation.
According to these parameters, institutions or organizations
licensed by the Ministry of Environment and Urbanization
assess the results and prepare risk assessment reports. Insti-
tutions and organizations authorized in accordance with the
Law no. 6306 for determining risky structures make risk deci-
sions by carrying out essential examinations and assessments
based on the parameters under the main headings of structure
overview and data collection from the structure.

Turkish cities with masonry structures that have undergone
a risk assessment process in different geographical regions
and high-risk seismic zones were included in this study.
Seismic zones in Turkey are classified into five zones based
on tectonic maps: 1st, 2nd, 3rd, 4th and 5th degree seismic
zones [30]. Due to the geographical location of Turkey, 42%
of the land in the country is in the 1st degree, 24% is in the
2nd degree and 18% is in the 3rd degree seismic zones [31].

While the 1st degree seismic zones are areas with the highest
seismic risk, those in the 5th degree zone are areas where
seismic activity is minimal or not felt at all.

The data analysed in this study were obtained from
Kutahya, Afyon and Eskisehir Provincial Directorates of the
Ministry of Environment and Urbanization, and Istanbul-
Zeytinburnu Municipality by gaining necessary permissions
under legal conditions. We analysed the Risk Assessment
Forms of Vulnerable Buildings in accordance with the Code
on Detection of Risky Buildings for a total of 183 masonry
buildings that underwent a risk assessment process between
2014 and 2017 and that were selected by random sam-
pling from cities in three different geographical regions. Out
of 25 independent variables showing technical data of the
structures, 12 variables have continuous data and 13 had
discrete data. The Risk dependent variable, which showed
whether a structure was risky or not, consisted of discrete
data and it took either ‘‘Risky’’ or ‘‘Safe’’ values. Significant
parameters that would be included in the model to be built
for rapid assessment were determined by a logistic regression
analysis. Logistic regression is a type of analysis suitable for
situations where the dependent variable (i.e., the predicted
variable) is not a continuous or quantitative variable, in other
words, for situations where it is categorical or classified [32].
The primary objective of this analysis is to build an appro-
priate model that has maximum accuracy for predicting the
value of a categorical dependent variable for a dataset of inde-
pendent variables [33]. All the parameters analysed in this
study were the ones used in the Code on Detection of Risky
Buildings in accordance with the Law no. 6306 for detecting
risky masonry structures, and they were used to build a model
for rapid assessment. The logistic regression model built was
tested using path analysis, which is commonly used to test
causal models with a theoretical basis.

A. LOGISTIC REGRESSION
Modelling in cause-effect based studies varies depending
on the data structure of predicted and predictor variables.
A model is the formation of information or thoughts related
to an event based on certain rules. Like other model config-
uration techniques used in statistics, logistic regression anal-
ysis aims to build an acceptable model which could define
the correlation between dependent and independent variables
with the highest accuracy and the least variables [33]. Logistic
regression is one of the most used machine learning method
is for classification and clustering [34].

Logistic regression analysis, which is used to examine the
cause-effect relationship between dependent and indepen-
dent variables [35] and to make a classification, is preferred
because it allows the dependent variable to take categorical
and discrete values [36], [37]. The independent variables used
in analysis are not restricted to be continuous or categori-
cal. When the dependent variable has two categories, such
as 0 and 1, analysis is carried out using ‘‘binary (dichoto-
mous) logistic regression’’ [38].
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Different methods such as forward selection, backward
elimination and stepwise selection are used in the selection of
the variables in the model to be formed by logistic regression
analysis [39].

In forward selection method, there is only a constant term
in the first step without variables. In the next step, an indepen-
dent variable that provides the most significant contribution
to the model according to a statistical decision rule that con-
trols the significance of variables enters the model. Analysis
is repeated according to the chi-square values in each step and
independent variables are selected. The analysis continues
until there is no significant variable to be added to the model.
In this method, a variable that is entered in the model is never
removed from the model even if it becomes insignificant for
the model [40].

As the first step in the backward elimination method, all
of the variables are included in the model. In contrast to the
forward selection method, the least significant variables are
removed from the model in the following steps, starting with
the variable that provides the least contribution to the model.
The main purpose of this method is to determine the least
significant independent variable and the model that accounts
for the dependent variable most. As a result of the analysis,
it is possible that there are no independent variables in the
model or that all of them are included in the model without
removing any independent variables from the model [40].
Backward elimination method is recommended more than
forward selection method.

In the stepwise selection method, an analysis is performed
by entering all variables into the model or by deciding which
variables will be entered into the model in which order
according to a mathematical criterion. The use of this method
allows a large number of variables to be examined quickly and
efficiently, and it ensures that the variables are compatible
with regression equations. The stepwise selection method
incorporates the combined the applications of forward selec-
tion and backward elimination methods [38].

Logistic regression analysis can be performed as ‘‘enter’’
and ‘‘stepwise’’ in IBM SPSS statistical software [41]. Enter
method, where all variables are entered into the model and
analysed, is useful in situations where it is desired to observe
the effects of the variables together. In stepwise backward
elimination or forward selection methods, variable selection
can be performed according to conditional, Wald and Likeli-
hood Ratio (LR) statistics. Themain difference between these
methods is the statistical rules considered in the selection
of independent variables to be included and excluded from
the model. LR determines the variable to be included in or
excluded from the model at each step of the analysis accord-
ing to the probability of a likelihood-ratio statistic value.
The conditional method makes variable selection with less
sensitive statistics than LR. Variable selection is based on a
probability of a likelihood-ratio statistic based on conditional
parameter estimates. Variable selection according to theWald
method is made based on the significance of Wald statistical
coefficients. The Wald statistics, also used in the causality

analysis, is the square of the ratio of a non-standardized
logistic coefficient to its standard error. The Wald statistics
corresponds to the significance test of the β coefficient in
logistic regression [36].

In logistic regression analysis, the ‘‘model chi-square’’ test
is used to test the fitness of a model. Themodel to be analysed
is built by calculating the natural logarithm of the ratio of the
probability of occurrence of an event and the probability of
non-occurrence to each other. The significance test for each
independent variable in the model is tested using the Wald
statistics. Odds, a basic term in logistic regression analysis,
is the ratio of the probability of occurrence of an event to the
probability of non-occurrence based on available data. Odds
ratio (OR) value, on the other hand, is the ratio of the odds
values of the two variables to each other and summarizes the
relationship between the two variables. Logitis obtained by
calculating the natural logarithm of the Odds ratio taken from
the analysis. The purpose of using logarithmic distribution
is to normalize distribution. Logit, which linearizes logistic
regression, takes the natural logarithm of Odds ratio because
of its asymmetrical structure and makes it symmetrical, and it
corresponds to β coefficient in linear regression analysis [42].
In logistic regression, where the effects of the predictor

variables on the dependent variable are obtained as probabil-
ity and the risk factors are determined as probability, the prob-
ability of occurrence of the examined event is expressed as
shown in (1) [43].

P =
eβ0+β1X1+···+βkXk

1+ eβ0+β1X1+···+βkXk
(1)

β values in the (1) show the regression coefficients of the
independent variables, X values show the independent vari-
ables, and k shows the number of independent variables [36].

B. PATH ANALYSIS
Path coefficient was defined in 1921 by Dr. Sewall Wright
as part of the standard deviation resulting from the indepen-
dent variable observed in the dependent variable when the
independent variables other than the variable whose effect
is determined are constant [23]. Direct and indirect effects
of variables can be determined by using the path analysis
technique [44]. Path analysis, which allows for analysis of
more complex models, can be used where there is a chain of
dependent and independent variables affecting each other.

Path analysis is similar to causal analysis as it includes
causal and non-causal relationships other than multiple
regression [45]. Path analysis can prove a model that high-
lights the causal relationships between variables, but it cannot
prove causality. Any causal model to be built should be based
on a theory, expert knowledge, and research-based logic,
followed by path analysis [29].

III. RESULTS
A total of 25 independent variables used as predictors for
risk assessment were analysed by binary logistic regression
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TABLE 1. Model summary of variable selection methods.

for the predicted Risk dependent variable. All statistical data
analyses were performed using SPSS version 22.0.

In logistic regression analysis, which method to choose
for variable selection depends on the structure of the data
set and the researchers’ decision. Stepwise methods give
better results in model building studies. In forward selection
method, a variable that is significant at some entry level
and entered in the model is never removed from the model
even if the significance level of the variable decreases in the
following steps. For this reason, the analyses are based on the
backward elimination Wald and conditional methods in order
to build a model that could account for the dependent vari-
ables most with the least number of significant independent
variables.

In the backward elimination-conditional method, removal
testing for the variables excluded from the model is based
on the probability of the likelihood-ratio statistic based on
conditional parameter estimates. When the probability for
stepwise entry value is set at 0.05 and the removal value is
set at 0.10, there were four variables in the model: Region,
Number of Storeys, Shear Force X and Seismic Zone. The
method parameters are determined according to the values
accepted in the literature. Models with different variables can
be created by changing these values.

In the backward elimination-Wald method, the variables
removed from the model are determined according to the
Wald statistics values used in the causality analysis. In the
final model obtained in this analysis, the variable Building
Height is also included in addition to Region, Number of
Storeys, Shear Force X and Seismic Zone variables.
The model summary values of the models built by two

different methods are presented in Table 1. The correct class
rate for the two different models with 4 and 5 variables is the
same (97.3%). This does not mean that the added variable
does not help improve the model. Evaluating the model with
this ratio alone is not the right approach.

The value 0, which is the minimum possible -2 Log likeli-
hood value, shows that the likelihood value is 1. It takes this
value under the most ideal conditions or in certain circum-
stances. The -2 Log likelihood values of the models built in
the analyses are compared and interpreted. A decrease in this
value shows that the model fit is improving.

If the value of other parameters expressing the model fit
(i.e. Cox and Snell R2 and Nagelkerke R2 values) is 1, this
indicates a perfect model fit. The larger the values, the better

TABLE 2. Coefficient estimates of model variables.

the model fit. Nagelkerke R2 value is an improved version
of Cox and Snell R2 coefficient. It is recommended to use
Nagelkerke R2 results, which show how much the indepen-
dent variables account for the dependent variable as a per-
centage [46].

In the backward elimination method, the analysis steps
should be examined in order to eliminate the deficiencies
caused by the fact that a variable removed from the model
cannot be added into the model again. Accordingly, it is seen
that the correct class value decreases in the step where the
variable Age is removed from the model in both methods.
The variable Age is a parameter that directly increases the

risk level in determining risky structures [17]. In addition
to its direct affect, compliance with the current earthquake
regulations is also evaluated according to the construction
year.

The variable Building Height, which is not included in the
first model, is an effective parameter in creating a building
load-bearing system model, determining the risk of a struc-
ture, calculating the column and carrying out an assessment
based on critical storey, which are important for risk assess-
ment of buildings [17].

Since causality is a statistical analysis and knowledge-
theory-based approach, the variables Age and Building
Height are included in the final model. Table 2 shows the
model fit, significance values and model coefficients gen-
erated by parameters selected based on the literature. The
following are six independent variables and one dependent
variable in the model built:

X1 = Region
X2 = Number of Storeys
X3 = Shear Force X
X4 = Seismic Zone
X5 = Age
X6 = Building Height
Y = Risk
The variable X1-Region in the model is a categorical vari-

able showing the city where the building to be assessed is
located (i.e., Eskişehir, Kütahya, Afyon, Istanbul). In the
analysis carried out for four different cities, an assessment
is made according to the category taken as the reference. The
variable X2-Number of Storeys, provided among information
on the existing structural system in the risk assessment

VOLUME 7, 2019 150987



S. Akyol, E. Gulbandilar: Investigation of the Relationships and Effects of Urban Transformation Parameters

forms for masonry buildings, is one of the important param-
eters affecting the earthquake behaviour of masonry struc-
tures. The variable X3-Shear Force X shows the X value of
‘‘The Contribution of the Walls with Inadequate Strength to
Shear Force Resistance at the Critical Storey (%)’’, which is
obtained based on the existing situation performance analysis
results. The variable X4-Seismic Zone shows the seismic zone
(i.e., 1st, 2nd, 3rd, 4th or 5th degree seismic zones) where
the structure to be assessed is located according to its geo-
graphical region. The seismic zone variable was not found
to be statistically significant in the finally model because
the masonry structures assessed in this study were in the 1st

and 2nd degree seismic zones. However, the impact of the
seismic zone on the risk status of a structure is critical [47].
The variable X5-Age variable is produced using the detected
date and Building Construction Year information in the risk
assessment reports. The variable X6-Building Height is a
value that is entered according to the approximate building
dimensions and is an effective parameter in risk detection.

The variables included in themodel were not only analysed
statistically but they were also included in the model based on
their practical impacts as reported in the literature.

According to the Cox and Snell R2 value presented
in Table 3, Risk explained 37.20% of the variance in the
predicted variable when predictive variables were analysed.
Nagelkerke R2 value showed that 83% of the predicted vari-
able was explained by the predictor variables.

TABLE 3. Model summary.

New parameters to be included in the model could increase
the predicting power of the model. According to the results
of logistic regression analysis without performing variable
elimination process, the Chi-square value in the test of model
significance was found to be 0.000 with 2 degrees of freedom
and the significance level was found to be 1.000. In the
analyses performed with all of the available parameters,
-2 Log Likelihood value is 0, Cox and Snell R2 is 0,447 and
Nagelkerke R2 is 1, and the independent variables predict the
dependent variable accurately.

The Hosmer and Lemeshow test is defined as the model of
fit test using Chi-square values. Whether there is a significant
difference between the estimated values and the observed
values is examined. Significance levels are controlled. It is
concluded that the model estimates for Sig>0.05 do not differ
from the observations and that the predictive ability of the
model is similar to the actual situation. In the Hosmer and
Lemeshow model of fit test in Table 4, the Chi-square value
was 0.433 with 8 degrees of freedom and the significance
level was found to be 1.000. According to this value, when the
predictive variables were analysed, the result of the Hosmer
and Lemeshow test was not significant (p>0.05), indicat-

TABLE 4. Hosmer and Lemeshow test.

ing that the model-data fit was adequate [43]. Therefore,
there was no significant difference between the observed and
model-predicted values [33].

While the correct class rate of the model created without
variable elimination is near 100%, that of the final model is
97.3%. The increase in the Chi-square value indicating the
difference between the estimated values and the observed
values is interpreted in association with the model accuracy.

Path analysis, which is a causal analysis technique, has
been used to analyse the relationships between the indepen-
dent variables and the structures in the model according to
the dependent ‘‘Risk’’ variable. The analyses were conducted
using LISREL 8.8 Software. The effects on Risk were anal-
ysed using binary logistic regression and a model was built.
Hypotheses for the relationships between the variables in the
model were formulated based on Annex-A of the Regulations
on the Implementation of the Law No. 6306 on Transforma-
tion of Areas under Disaster Risk [16]. The geographic region
where the structure is located determines the seismic zone
degree [48]. The variable Region, which shows the city where
the structure is located, has a direct effect on the variable Seis-
mic Zone. It also has a direct on the Risk dependent variable
as well as its indirect effect via the Seismic Zone. Number of
storeys, which is one of the most important parameters affect-
ing the earthquake behaviour of masonry structures, is related
to seismic zone. The maximum number of storeys allowed
in masonry buildings is 2 storeys in first degree seismic
zones, 3 storeys in second and third degree seismic zones and
4 storeys in fourth degree seismic zones [49]. There is a direct
relationship between the seismic zone where the structure is
located and the Number of Storeys. This situation is stated in
the relevant regulations. The Number of Storeys has also an
indirect effect on the Risk result via the earthquake effect.

The model in question is composed of six independent
and one dependent variables correlated with each other. After
defining the relationships between the variables, the maxi-
mum likelihood estimation method was used in the path anal-
ysis for the parameters [50]. Fig. 1 shows the path diagram of
the model.

As can be seen in Fig. 2, according to the path coefficient
analysis, the Risk (Y) dependent variable had the highest
direct effect on the Region (X1) variable among the indepen-
dent variables (β = −0.51). The negative value of the path
coefficient indicated that the correlation was a negative one.
The path coefficient analysis also showed that the depen-
dent variable had the lowest direct effect on the Building
Height (X6) variable (β = 0.01). The effect sizes of the
variables X1 and X2, which indirectly affected the dependent
variable Y through X4, were −0.20 and 0.17, respectively.
As discussed theoretically above, X1 affects Y variable both
directly and, at the same time, indirectly via X4. Likewise,
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FIGURE 1. Path diagram of the model.

FIGURE 2. Path diagram with standardized path coefficients for the
model built.

the variable X2 affects the Y variable both directly and, at the
same time, indirectly via X4.

Analysis results suggest that there were latent variables
with consequent effects that could not be included in the
measurement. According to Kline, path coefficients with
absolute values less than 0.10 indicate a small effect size,
values around 0.30 indicate a medium effect size; and values
greater than 0.50 indicate a large effect size [42]. In light of
this, we found that the variable X1 had a large negative effect
but the variables X2 and X3 had medium positive effect on
predicting the result directly.

The most important advantage of path analysis is that it
allows for measuring the direct and indirect effects of one
variable on the other. In this way, the sizes of the direct and
indirect effects can be compared and the total effect can be
obtained (Table 5) [51].

In this study, a model was built based on the variables
analysed within the scope of the related laws, regulations and
literature, and the RMSEA, x2/sd, CFI, GFI, AGFI, NFI and
NNFI fit indices of the model were examined according to
the criterion values in Table 6 [42]. The RMSEA refers to
Root Mean Square Error of Approximation and is a measure
of approximate fit in the population [52]. Since chi-square

TABLE 5. Effect values of the variables in the model.

TABLE 6. Criterion Values for Model Fit Indices.

statistic is rapidly affected by sample size, x2/sd value, which
is obtained by x2 value by degree of freedom, was used
instead of it [53]. The GFI (Goodness of Fit Index) indicates
the extent to which the model reproduces the sample covari-
ance matrix. The GFI tends to decline in cases where the
degree of freedom is higher compared to the sample size. The
AGFI (Adjusted Goodness of Fit Index), on the other hand,
is an index used to overcome the shortcomings of GFI in cases
with a large sample size [52]. The AGFI index is used in cases
where excess sample volume increases the GFI value and
prevents accurate results. However, it is not recommended to
use it with a low sample volume.

The model in our study, which consists of 183 samples,
is not suitable to be assessed by the AGFI index of fit [53].
The CFI (Comparative Fit Index) value assumes that there
is no correlation between the variables and indicates the
difference of the model built from the null model [52]. The
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NFI (Normed Fit Index) is based on rescaling x2 in a range
between 0 and 1. This fit index is calculated using the null
model [54]. Finally, the NNFI (Non-normed Fit Index) is used
to compare alternative models or to measure alternative mod-
els with the null model. In cases where the sample volume is
not too large, the NFI value does not approach 1 even if the
existing model is accurate. The NNFI provides a solution in
such cases [55]. However, where small volume samples are
used, the value of the NNFI may show poor fit despite other
indexes of fit indicating good fit [42], [46], [53].

According to the criterion values for model fit indices,
the RMSEA, AGFI and NNFI values of the model indicated
a good fit while the other values indicated a perfect fit
(RMSEA = 0.069; x2/sd = 5.54/3; GFI = 0.99; CFI = 0.99;
NFI = 0.97; NNFI = 0.90).

IV. DISCUSSION AND CONCLUSION
In this study, the parameters that were assessed based on the
decisions made by the authorized institutions and organiza-
tions in the process of urban transformation about the risk
status of masonry buildings undergoing a risk assessment
process were chosen, and a comprehensive rapid assessment
model was developed. The path analysis method was used to
assess the direct and indirect effects of various parameters on
the assessment process by using the risk assessment data for
risky structures obtained from different regions.

Having been built based on data from three different geo-
graphical regions, this rapid assessment model is intended to
strongly contribute to the decision process and to minimize
the time and costs of risk assessment and the damage created
in the structure in this process. The proposed rapid assessment
model includes a case study and path model process based on
a complex and multi-parameter conceptual framework, and
it can be applied to different regions and structures. Urban
transformation is in development stage in Turkey and hence
only a part of the aimed transformation has been realized
throughout the country. In this regard this work is of critical
importance especially for countries near an active seismic belt
in assessment of risks in structures.

The model built in the study was developed as an overall
initial assessment method that can be applied to conduct the
risk assessment of a masonry structure in any geographical
area. In addition, themodel was developed in accordancewith
the Annex-A rapid evaluation and Annex-2 comprehensive
assessment guidelines suggested by the current legislation in
Turkey and in light of the relevant literature. In conclusion,
risk analysis is an expensive, destructive and time-consuming
process requiring expert evaluation. The risk assessment pro-
cess typically takes weeks. This process is completed in one
week under optimum conditions with fieldwork that should
be performed by an expert team, data collection from the
structure as a result of destructive inspection and computer
simulation. The current studies identify risky area with rapid
assessment methods. However, a structure in a risky area may
be ‘‘safe’’ or a structure in an area without risk assessment
may be ‘‘risky’’. The model developed in this work can

be conveniently used to gain insights about the risk status
of structures. By determining the risk status of individual
masonry structures in particular, the model aims to provide
a quick assessment about whether to make a risk assessment
or not with advanced analysis techniques. Further analyses
are advised to be performed on the structures determined
risky. Although path analysis statistically tests causal models,
this is essentially a causality that the researcher creates. The
obtained ‘‘causal’’ result is confirmed in terms of model fit,
but it does not necessarily mean that such causality exists in
absolute terms [56].

Most existingmachine learning algorithms, such as logistic
regression, can only be applied to vector-based data [57].
Applying traditional machine learning methods to a graph
requires initial processing of the original graphical structure
data [58]. In the continuation of this study, we seek to exam-
ine the causal graphs and parameters among causal inference
techniques, to create a rapid assessment model and to design
specialized software compatible with the model.
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