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ABSTRACT Chest X-ray film is the most widely used and common method of clinical examination for
pulmonary nodules. However, the number of radiologists obviously cannot keep up with this outburst due
to the sharp increase in the number of pulmonary diseases, which increases the rate of missed diagnosis and
misdiagnosis. The method based on deep learning is the most appropriate way to deal with such problems
so far. The main research in this paper was using inception-v3 transfer learning model to classify pulmonary
images, and finally to get a practical and feasible computer-aided diagnostic model. The computer-aided
diagnostic model could improve the accuracy and rapidity of doctors in the diagnosis of thoracic diseases.
In this experiment, we augmented the data of pulmonary images, then used the fine-tuned Inception-v3model
based on transfer learning to extract features automatically, and used different classifiers (Softmax, Logistic,
SVM) to classify the pulmonary images. Finally, it was compared with various models based on the original
Deep Convolution Neural Network (DCNN) model. The experiment proved that the experiment based on
transfer learning was meaningful for pulmonary image classification. The highest sensitivity and specificity
are 95.41% and 80.09% respectively in the experiment, and the better pulmonary image classification
performance was obtained than other methods.

INDEX TERMS Pulmonary image, data augmentation, deep convolutional neural network, transfer learning,
inception-v3.

I. INTRODUCTION
Lung disease is a kind of respiratory disease. With the rapid
development ofmodern industry and transportation, air pollu-
tion is serious, and the incidence of lung disease has increased
significantly. It is also known that there is nearly 600 mil-
lion Chronic obstructive pulmonary disease (COPD) patients
worldwide, and COPD is expected to become the third fatal
disease in the world by 2020. However, It is reported that
about 20% to 50% of pulmonary nodules are misdiagnosed
or missed in chest X-ray examination, and even highly skilled
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radiologists inevitably make 3% to 6% clinical errors [1], [2].
Therefore, the computer-aided detection system appears.

The research of the computer-aided detection sys-
tem has been concerned by many researchers. Although
computer-aided diagnostic system (CAD) for the pulmonary
image has been applied in the clinical stage, there are still
many defects and problems to be solved urgently. M. Woź-
niak and Połap [3] proposed an automated pulmonary dis-
ease decision support system based on Bio-Inspired Method
implemented for x-ray medical images. The method simu-
lates the process of medical examinations of pulmonary dis-
eases to model decision support that directs where diseased
tissues aremost likely to occur. The system has high accuracy,
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but it is less efficient in time complexity. Ke et al. [4]
proposed a method based on neural network co-working
with heuristic algorithms (Moth-Flame, Ant Lion) to detect
degenerated lung tissues in the x-ray image. The proposed
neuro-heuristic approach can detect small changes in lung
tissue structure. Filho et al. [5] evaluates the performance of
Optimal Path Forest (OPF) classifier in the task of diagnosing
pulmonary diseases on CT images. Three feature extraction
methods and seven distance measurement functions are com-
pared in the evaluation. Moreover, the result in [5] shows that
the OPF classifier is superior to other traditional supervised
learning algorithms in computational efficiency and suitabil-
ity. Woźniak et al. [6] proposed a new lung cancer classifica-
tion method based on the probabilistic neural network. This
method is relatively simple, but it also has good classification
effect and can detect low contrast nodules. For extracting the
features of lung image, Li et al. [7] used the stationarywavelet
transform and convergent exponential filter to extract texture
features of the Pulmonary, then used AdaBoost to generate
white nodule diagram. Supanta et al. [8] proposed a method
to extract and detect pulmonary nodules from digital radiog-
raphy images to solve the problems of little visualization and
highlighting of these features. Mukherjee et al. [9] proposed
a method based on geometric features to detect pulmonary
nodules automatically. This method classifies benign and
malignant pulmonary nodules by shape parameters such as
roundness, eccentricity, diameter and aspect ratio. Most of
these methods need relevant professional knowledge or need
to spend a lot of time and energy to design and implement
methods and algorithms of feature extraction. With the grad-
ual development of deep learning research, the technology
that can be applied to the image has also made a qualitative
leap [10], so the idea of medical image classification based on
deep learning emerged. The research in medical image clas-
sification has achieved many research results, and it has been
applied clinically [11]. Deep learning does not require any
medical-related professional knowledge, also does not need
to characteristics of engineering technology. It can go through
the initial layer to learn essential characteristics such as color,
edge, and then use the hidden layer to studymore advanced on
the specific characteristics of pulmonary imaging data sets.
In terms of Pulmonary image classificationmethods research,
Shin et al. [12] selected OpenI database, opened available
chest X-ray radiology datasets and their diagnostic reports to
train convolutional neural network/recurrent neural network
(CNN/RNN). In this process, they use the feature of the graph
extracted by CNN and the corresponding description of the
image as input of RNN model. Then they use the state vector
of the image at all T-Time in RNNmodel to mean pooling and
get an average expression as image/text context. Finally, they
retrain CNN/RNN. Their method adapts to medical image
processing in model training strategy, but their experimental
performance is not well. Bar et al. [13] explore the ability of
CNN learned from a non-medical dataset to identify different
types of pathologies in chest radiographs. In [13], he reduced
the dimensionality of image data from the diagnostic imaging

department through PCA and standardized all features, and
then he chooses the AlexNet model trained by ImageNet
to train further and classify pulmonary nodules. Its main
advantage is to solve the problem that large data sets are
usually not available in the medical field, but the experiments
were conducted only on private databases and could not be
compared with the results of others.

Combined with the above research, this paper proposes a
deep learning model based on transfer learning, The main
contributions of this paper are as follows:

Combined with the above research, this paper proposes a
deep learning model based on transfer learning, The main
contributions of this paper are as follows:

(a). A method based on inception V3 migration learning is
proposed for disease detection of lung images, thus provide
an effective computer-aided diagnosis model for pulmonary
X-ray film classification research in the absence of medical
data.

(b). Compared with the original DCNN model, this
method can effectively improve the accuracy of lung image
classification.

II. METHODS
A. DATA AUGMENTATION
Data augmentation is an important part of pulmonary image
classification. The appropriateness of data augmentation will
directly affect the final effect of pulmonary image classifi-
cation. Pulmonary image belongs to the category of medical
image, so it is inevitable that pulmonary image also has the
shortcomings of medical image. Labeling medical image,
unlike voice data or text data, can not be outsourced to a
professional company or team. Therefore, the labeling of
these data can only be done by professional radiologists, and
it needs complex experienced radiologists to spend half an
hour or more time to observe image over and over again and
hand out the location of the nodules. As a result, medical
image data inevitably suffers from a lack of data due to
the scarcity of professionals (far fewer than the number of
professionals who can annotate other voice or text data). The
significance of data augmentation lies in that, on the limited
pulmonary image data set, the data amount of training can
be expanded sufficiently and reasonably to improve the gen-
eralization ability of the model. Reasonable and appropriate
noise data are added to improve the robustness of the model.

In order to eliminate dimensional effects between data,
Z-score standardization method was used to normalize the
data. Moreover, zero-phase Component Analysis(ZCA) was
used to whiten the data to reduce the correlation of feature
data and simplify the subsequent extraction process.

The main purpose of Z-Score is to transform data of dif-
ferent magnitudes into the same magnitude to ensure the
comparability of data. Compared with other normalization
methods, Z-score can make the gradient descent converge
faster, and reduce the influence of extreme values in eigenval-
ues to present data in amore explanatory way. The calculation
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formula of Z-score standardization is shown in (1):

x∗ij =
xij − x̄ j
sj

(i = 1, 2, ..., n; j = 1, 2, ...,m) (1)

where x̄j = 1
n

n∑
i=1

xij, sj =

√
1
n

n∑
i=1

(
xij − x̄j

)2, n is the number

of sample, m is the number of feature.
The z-score standardized method represents the length of

the original data from the mean value, and the unit is a
standard deviation. Therefore, when the value of the new
feature data is less than zero, it means that the data is less
than the mean. When the value is equal to zero, it means that
the data is equal to the mean. When the value is greater than
zero, it means that the data is greater than the mean.

Whitening is a step often used in data augmentation in
the field of deep learning. After whitening, the correlation
of feature data of pulmonary image will be significantly
reduced, and all feature data have the same variance. This
result can simplify the subsequent extraction process and
make the model have better convergence. Whitening can be
divided into Principal Component Analysis(PCA) whitening
and ZCA whitening. PCA whitening refers to the singular
value decomposition of the covariance matrix of the data in
the determined data set, and the first k feature vectors are
selected for dimensionality reduction of the data. Finally,
the dimensionality reduction of the data is scaled and the scal-
ing factor is divided by the square root of its corresponding
feature value. The formula of PCA whitening is shown in (2):

XPCA−whitening=S−
1
2UTX=


1
√
λ1

0 0

0
. . . 0

0 0
1
√
λk

Xrotate

(2)

where the dataset X ∈ Rn×m, n is the number of feature, m
is the number of sample, U is the eigenvector matrix of the
covariancematrix

∑
, S is the eigenvaluematrix of covariance

matrix
∑

, λi is the ith eigenvalue, i = 1, 2, ..., k ,
∑
=

1
mXX

T , Xrotate is the projection of the original data on the
principal axis.

ZCA whitening is to transform the data obtained by PCA
whitening to the original space again. Compared with PCA,
ZCA can ensure that the variance of data dimensions is the
same so that the whitened data is close to the original input
data. Therefore, ZCA was chosen for whitening. The formula
of ZCA is shown in (3):

XZCA−whitening = UXPCA−whitening (3)

In this paper, an iterative method is adopted to conduct eigen-
value standardization and ZCA whitening, and the processed
images have a increase in contrast, the contrast of the images
increased from 10123 to 12357 on average.

The images after ZCA and Z-Score are expanded by the
operations such as rotation, flip and shift, which can provide

TABLE 1. Comparison of four famous neural network models.

enough training samples for deep learning model, greatly
improve the training effect of the model and the result. The
data were amplified 18 times by rotating at 20 degrees,
amplified four times by the horizontal and vertical flip and
amplified three times the translation in 20 pixels. The images
were expanded from 247 chest radiographs to 47424 chest
radiographs.

B. DEEP CONVOLUTIONAL NEURAL NETWORK (DCNN)
The development of the convolutional neural network model
is not plain sailing. In 1980, Fukushima [14] proposed a
neurocognitive machine based on visual pattern recognition
mechanism which is widely regarded as the first version of
the convolutional neural network. It decomposes and com-
bines the visual system layer by layer to model it so that
it can correctly identify objects with displacement or slight
deformation. In 1989, LeCun et al. [15] proposed a convo-
lutional neural network with a five-layer structure, named
LeNet, which solved the problem of handwritten numeral
recognition. It was the beginning of the convolutional neu-
ral network from research to application. However, due to
the lack of training data and the weak computing ability of
computer hardware, the convolutional neural network was
not developed at that time. On the contrary, manual feature
extraction with SVM performed well on small data sets,
leading to its mainstream research at that time. Then in 2012,
AlexNet, a famous neural network model established by
Krizhevsky et al. [16], won the first place in the ImageNet
image classification contest with an accuracy rate of 10%
over the second place. Since then, the convolutional neural
network model has returned to the vision of researchers.
VGGmodel [17], GoogleNet model [18], ResNet model [19],
NASNet [20] model and other network models have sprung
up. Their neural network structures are compared as shown
in Table 1.

In general, many independent neurons can form a
two-dimensional plane, and the deep convolutional neu-
ral network is composed of many layers in which many
two-dimensional planes of feature mapping form. A deep
convolutional neural network consists of four core parts [21].

(a) The first part is the local perception which all neurons
in the neural network do not need to perceive the global
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TABLE 2. The structure of DCNN models in this paper.

image, but only the local information, and global information
is obtained by gathering local information.

(b) The second one is the convolution. The function of
convolution is to extract image features, and the number of
parameters can be greatly reduced by using the convolution
kernel.

(c) The third is weight sharing. Weight sharing means that
the parameters in the same convolution kernel are used for
the whole picture, and the weight in the convolution kernel
will not be changed due to the different positions in the
image. Moreover, weight sharing of convolution operation
can greatly reduce the number of parameters in the convo-
lution kernel.

(d) The fourth part is pooling. The pooling layer is usu-
ally placed behind the convolution layer in the convolutional
neural network, which can be used to reduce the character-
istic dimension of the output of the convolution layer of the
previous layer, but at the same time retain the effective key
information of image data.

In this paper, DCNN is used for extracting features. The
reason why DCNN model is used for extracting features is
that it has two characteristics: local connectivity and weight
sharing. These two features are very useful for feature extrac-
tion in medical images, which can avoid a large amount
of human resources input of repeated markers, and it can
also ensure that the learned convolution kernel has a strong
response to local features. Moreover, since the contour of
Pulmonary images is roughly the same, the identification of
two types of normal and abnormal Pulmonary images mainly
depends on the existence of local features of pulmonary nod-
ules. Therefore, DCNNmodel is a very suitable deep learning
model for extracting features from chest X-ray films.

Considering the application scene of pulmonary image
classification and the learning and fitting ability of the model,
the deep convolutional neural network model used in this
paper includes three convolutional layers, seven activation
layers, and three pooling layers. The detailed structure is
shown in table 2.

The input of the DCNN model is a 100 × 100 gray-scale
Pulmonary image. As far as filters are concerned, the more

TABLE 3. Experimental result of filter with different sizes.

the number of filters is, the more feature mappings can be
extracted, and the better the performance of the model is.
Therefore, in order to select the most suitable number of
filters under the condition of considering both computing
resources and DCNN network performance, the comparative
experiments of 32-32-32, 32-32-64, 64-64, 64-64-128 filters
are carried out while keeping the other hierarchical structures
and other influencing factors unchanged. The performance of
JSRT data sets is shown in Table 3.

Therefore, considering the performance considerations,
64-64-64 is selected as the convolution layer filter, and the
size of each receptive field is 5∗5.
There are many choices of activation functions on the

activation layer, such as tanh, sigmoid, relu [21]. Its function
is to add non-linear factors to enhance the expression of the
models, so it must be non-linear. Therefore, in this experi-
ment, Relu function, which has excellent performance in non-
linear, is selected as the activation function. Its expression is
shown in (4).

f (x) =

{
0, x ≤ 0
x, x > 0

(4)

where x is the input of activation functions, f (x) is the activa-
tion functions.

The method of Max pooling is selected in the pooling
layer in this paper. The downsampling factor is 2∗2, and the
pooling step is set to 2. The function of the pooling layer is
to reduce computation and parameters in the network while
maintaining the main features of the input.

In order to avoid the trouble of changing the learning
rate manually, the adaptive optimization algorithm Adadelta
is chosen as the optimization algorithm in the DCNN. The
algorithm strategy of Adadelta [22] is shown in (5):

mt = β1mt−1 + (1− β1)gt
vt = β2vt−1 + (1− β2)g2t
m̂t =

mt
1− β t1

, v̂t =
vt

1− β t2
Wt+1 = Wt −

η
√
vt + ε

m̂t

(5)

wheremt and vt are first-order momentum terms and second-
order momentum terms respectively. β1, β2 are the dynamic
values, which are usually 0.9 and 0.999 respectively; m̂t
and v̂t are the revised values respectively. wt represents the
parameters of the t iteration model at time t, gt = 1J (wt )
denotes the gradient of t-iteration’s cost function; ε is a very
small number (usually 1e-8) to avoid denominator being zero.
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For the loss function, the cross-entropy loss function is
selected in this experiment, which is used to evaluate the
current probability distribution and the real distribution in the
training process. The Formula of cross-entropy loss is shown
in (6):

L = −
[
y log ŷ+ (1− y) log(1− ŷ)

]
(6)

where y is the actual value of label, ŷ is the predicted value of
label.

C. TRANSFER LEARNING
With the increase of the depth of the neural network, the
performance of the neural network will indeed be improved,
but this improvement is at the expense of time and computing
resources. Therefore, in order to reduce the cost of training,
deep learning based on transfer learning emerges. In a word,
transfer learning is to transfer the trained model parameters to
the new model to help the new model training. Considering
that some data or tasks are relevant, the learning efficiency
of the new model can be accelerated and optimized by shar-
ing the parameters of the trained model to the new model
through transfer learning, instead of starting from scratch
as most networks do. In recent years, due to the popular-
ity of deep learning, the demand for data also increases,
so transfer learning has been further developed. In order to
train a high-quality classifier from the data of different dis-
tributions, Dai et al. [23] proposed an instance-based TrAd-
aBoost transfer learning algorithm, which uses the training
data to select the useful parts from the different distributions
data, so as to reduce the classification error rate. In order to
solve the problem of domain Adaptation in transfer learning,
Long and Wang [24] proposes Deep Adaptation Network,
which extends Deep convolutional neural Network to domain
Adaptation; Cao et al. [25] proposed Partial Transfer Learn-
ing based on selective adversarial networks (SAN). It only
transferred the partial samples related to the source domain
and the target domain, and then dealt with partial transfer
problems through SAN. Because the adversarial network can
learn domain invariant features well, it can play a great role
in transfer learning. Busto and Gall [26] proposed Open Set
Domain Adaptation. They use the relationship between the
source domain and the target domain to label the samples of
the target domain, and convert the source domain to the same
space as the target domain, and finally classify the samples of
the target domain.

The number of Pulmonary images in the JSRT database
used in this paper is 247, which is seriously insufficient com-
pared with the amount of data required by the neural network
model, so this paper adopts the method of transfer learning.
Considering the performance of the model and computing
resources, we chose Inception-v3 model as transfer learn-
ing framework which is trained on ImageNet datasets [27]
(including more than 1 million copies a total of 1000 cate-
gories of image data) and has a good performance on small
data set. This paper refers to the structure of Inception-v3 of
Google Net and makes some improvements because of its

structure. In order to make the model more suitable for our
experiment, the structure of the model is fine-tuned that the
last three layers of the model are cut out, and the results of
bottleneck layer are taken as the feature results. The structural
schematic diagram of the Inception-v3 model [28] (47 layers
in total) in this paper is shown in figure 1.

D. THE PROCESS OF METHOD
The process of method in this paper is divided into four
steps. The first step is data preprocessing. The second step
is to extract the image features after preprocessing, and the
third step is to put the extracted features into the classifier
for training. Finally, the model after training is tested. The
process is shown in figure 2.

For the process of feature extraction, deep convolution
neural network is used for extracting features in this method.

For the process of classification, three classification mod-
els are selected to classify the extracted features in this paper.
The selected classification models are SVM, Logistic and
Softmax.

III. EXPERIMENT
A. DATA DESCRIPTION
In order to compare and analyze the results of other
researchers on the classification of pulmonary images,
the standard public digital image database JSRT [29],
released by the Japanese Society of Radiological Technology,
was selected as the experimental data set in this paper. All
Pulmonary images (pulmonary nodules and non-pulmonary
nodules) in the database were CT image and were judged by
three chest radiologists as having pulmonary nodules. There
were 154 images with pulmonary nodules and 93 images
without pulmonary nodules in JSRT, and each pulmonary
image had 2048 × 2048 matrix size and 4096-pixel gray
level. Each pixel corresponded to 0.175 mm high resolution,
and the diameter of pulmonary nodules ranged from 5 mm
to 40 mm. All pulmonary images were labeled by thoracic
radiologists according to the patient’s age, gender, diagno-
sis results, nodule coordinates, nodule location. There were
154 images with pulmonary nodules and 93 images without
pulmonary nodules in JSRT, and each pulmonary image had
2048 × 2048 matrix size and 4096-pixel gray level. Each
pixel corresponded to 0.175 mm high resolution, and the
diameter of pulmonary nodules ranged from 5 mm to 40 mm.
All pulmonary images were labeled by thoracic radiologists
according to the patient’s age, gender, diagnosis results, nod-
ule coordinates, nodule location. This paper mainly classi-
fies the pulmonary nodules according to whether the pul-
monary exist or not, that is, pulmonary images with pul-
monary nodules are classified as the abnormal samples, while
those without pulmonary nodules are classified as the normal
samples.

The neural network model based on transfer learning needs
to take into account the size of the new data set and the
original data set and the similarity between the two data sets.
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FIGURE 1. The structural schematic diagram of the Inception-v3 model. The detail of block 1∼4 are shown in Figure 1(a), Figure 1(b),
Figure 1(c) and Figure 1(d).

Considering 247 Pulmonary images in the JSRT database
used in this paper, the amount of data needed for the neural
network model is far from enough. Considering the relevance
of training tasks, we choose the weight obtained by training
Inception-v3 model on the glioma data set of TCIA as the
initial weight.

B. THE METHOD OF EVALUATION
This paper uses the method of ten-fold cross-validation to
verify the experimental results. Ten-fold cross-validation is
to divide the data set into ten parts at the same size, take
one part in sequence each time as the test set, the rest as the
training set, and finally take the average of ten results as the
estimate of the metrics of the model. The steps of ten-fold
cross-validation:

(a). Dividing the dataset into ten parts on average. Each
part contains an equal number of images.

(b). For each training, One part was selected in sequence
as the test set, and the remaining dataset was used as model
input to train the model.

(c). After training, true-positive, false-positive, true-
negative, false-negative of the test set were recorded
successively.

(d). Averaging the results of ten records to obtain the
average sensitivity and average specificity of the final test
results.

C. METRICS FOR EVALUATION
In medical terms, positive means that the patient has abnor-
mal lesions or has the virus, while true-positive (TP) means
that patients with abnormal lesions are tested according to
a pre-defined test screening method, and they are correctly
labeled as abnormal lesions. False-positive (FP) is defined as
a medical misdiagnosis of a patient without abnormal lesions
who are wrongly labeled as a patient with abnormal lesions or
a sample with virus, which results in medical misdiagnosis.
Negative means that the patient is normal, and true-negative
(TN) is the patient without abnormal lesions and is diagnosed
as normal. False-negative (FN) is defined as a condition
in which a patient with an abnormal lesion is labeled as
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FIGURE 2. The process of method.

a normal sample, which is a condition that causes missed
diagnosis.

Sensitivity, also known as true positive rate, is the proba-
bility that patients with abnormal lesions or viruses will be
diagnosed as medically positive, and this value needs to be as
large as possible. The higher the value, the more sensitive the
diagnosis is. The formula of sensitivity is shown in (7):

SENSITIVITY =
TP

TP+ FN
(7)

Specificity, also known as true-negative rate, is the proba-
bility that people without abnormal lesions are diagnosed as
negative. Similarly, this value needs to be as large as possible.
That is to say, the higher the value, the more accurate the
diagnosis is. The formula of specificity is shown in (8):

SPECIFICITY =
TN

TN + FP
(8)

Accuracy is the ratio of the number of true samples to the
total number of samples. The formula of accuracy is shown
in (9):

ACCURACY =
TN + TP
T + F

(9)

Sensitivity and specificity are the most accurate and sci-
entific evaluation criteria for medical image evaluation in
medicine. The higher the sensitivity is, the lower the rate
of missed diagnosis in this model; the higher the specificity
is, the lower the misdiagnosis rate is. However, as sensi-
tivity increases, specificity may decrease, so it is necessary
to weigh sensitivity and specificity. The results of sensi-
tivity, specificity and accuracy in this experiment are both
experimental results with relatively high scores after many
experiments.

FIGURE 3. Confusion matrix.

D. RESULT
In the experiment of Pulmonary image classification based on
DCNN model, we fine-tune the parameters of DCNN model
for many times and input the features extracted from DCNN
model into different classifiers(SVM, Logistic, Softmax) for
classification. Finally, the experimental results of average
sensitivity and average specificity were compared with other
methods. Experimental results with SVM and results com-
pared with other experimental results on JSRT dataset are
shown in table 4.

In the next optimization experiment, this paper uses the
structure of GoogleNet for reference and uses the Inception-
v3 model for transfer learning. The Inception-v3 model is
the same as the DCNN model that three different classifiers
(SVM, Logistic, Softmax) are used in the experiment. The
experimental results are shown in table IV.Moreover, the con-
fusion matrix of inception-v3 model for result is shown in
figure 3.

E. RESULT ANALYSIS AND DISCUSSION
As shown in table 4, It can be seen that compared with
other non-hand-crafted feature extraction methods, DCNN
model has higher specificity and sensitivity, while its effect
is lower than some hand-crafted feature extraction methods.
However, DCNN can automatically extract features so that it
can save a lot of time and labor. Moreover, The sensitivity
and specificity of Softmax, Logistic and SVM connecting
the fine-tuning Inception-v3 model increased by about 2%
compared with the experimental results of DCNN. Although
the Inception-v3 model was trained on the ImageNet dataset,
compared with the DCNN model without transfer learning,
its average accuracy has been further improved and ran
faster. Experiments that fine-tune the Inception-v3 model
connected different classifiers have resulted in significantly
better results. The classification errors mainly lie in:

(a).For migrating large-scale neural networks such as
inception-v3, Because the network is only fine-tuned, the
extracted features are not enough, which leads to some image
classification errors.

(b).Only three classifiers are selected to compare the result
in this paper, and the selection of classifiers will affect the
classification error.
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TABLE 4. Comparison of experimental results of different models.

IV. CONCLUSION
This paper proposed a method of lung image classification
based on inception-v3 transfer learning in CT images, and
the method was compared with other methods. In particular,
the method of lung image classification based on migration
learning can achieve higher accuracy. Moreover, the neural
network model based on transfer learning performs better
in pulmonary image classification on JSRT database than
the model based on original DCNN. Fine-tuning Inception-
v3 transfer learning can effectively improve the accuracy
of lung image classification, so the model for pulmonary
imaging on the JSRT dataset can provide an effective and
rigorous computer-assisted diagnostic when lung image data
is insufficiency.

However, if the network selection of transfer learning is
inappropriate, the problem of negative transfer may occur,
which will lead to the decrease of accuracy and the increase
of training time. Therefore, how to select the appropriate
network better for lung image tasks is the further research
direction. Moreover, this method is only for lung tasks and is
not suitable for other medical images so that the research for
other medical images can be further studied.

For the problem of the large gap between the specificity
and sensitivity of deep learning model in this study, we found
that ensemble learning has a good performance in medical
images from many pieces of literature, Their sensitivity and
specificity are both high. Therefore, we will make further
research on ensemble learning in future research work.
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