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ABSTRACT The productions quality has become one of the essential issues in the modern manufacturing
industry and several techniques have introduced for control and monitoring the production process. Control
charts are the most practical and popular tools for continuously monitoring and, if required, make adjustments
to the product or process. A new automatic method based on deep learning and optimization algorithms for
nine control chart patterns (CCPs) recognition are proposed in this paper. This method has two principal
parts: the classification part and the tuning part. In the last few years, a convolutional neural network
(ConvNet) has led to an excellent performance on various tasks, like image processing, speech recognition,
and signal processing. Therefore, in the classification part, ConvNet is used as the intelligent classifier
for CCPs recognition. One significant difficulty of ConvNet is that it requires considerable proficiency to
select suitable parameters like a number of kernels and their spatial sizes, learning rate, etc. The ConvNet
parameters have domestic dependencies which make the tuning of these parameters a challenging task.
According to these issues, in the tuning part of the proposed method, the Harris hawks optimization (HHO)
algorithm is used for optimal tuning of ConvNet parameters. Contrasting the common CCPs recognition
methods, the proposed method takes unprocessed data and passes to more than one hidden layer for extracting
the optimal feature representation instead of relying on any feature engineering mechanisms. The quantitative
and simulation results show the superiority of the proposed method over the previous techniques in terms of
its performance.

INDEX TERMS Artificial intelligence, automation, neural network, optimization, pattern recognition.

I. INTRODUCTION

Every organization is trying to enhance its product quality
at each step of the procedure of the manufacturing to obtain
the global competitive advantage. One of the profitable tools
of total quality control and management is statistical pro-
cess control (SPC), which can be utilized for monitoring
the process changes and also for enhancing the production
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quality [1], [2]. The role of SPC tools is illustrated in Fig. 1,
which presents a process as a system with a set of inputs
and an output. In the case of a manufacturing process, the
controllable input factors x1, x2, ..., X, are process variable
such as temperatures, pressures, feed rates, and other pro-
cess variables. The inputs zi, z2, ..., z; are uncontrollable
(or difficult to control) inputs, such as environmental fac-
tors or properties of raw materials provided by an external
supplier. The production process transforms the input raw
materials, component parts, and subassemblies into a finished
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FIGURE 1. Production process input and output [6].

product that has several quality characteristics. The output
variable y is a quality characteristic, that is, a measure of
process and product quality. This model can also be used to
represent nonmanufacturing or service processes [3]-[6].

Control charts are the most significant and popular
tools in SPC to specify whether a process is running as
planned or there are maybe some irregular causes of process
variation [3]. Normal pattern (NOR) in the control charts
indicates that the process is in its normal situation and there
aren’t any fault or variation. Except for the normal pattern,
the reaming or abnormal patterns show that the process is
out of control and the improvement actions are necessary.
The irregular patterns are stratification (STA), cyclic (CYC),
systematic (SYS), increasing trend (IT), decreasing trend
(DT), the mixture (MIX), downward shift (DS) and upward
shift (US) [6].

Accurate recognition of control chart patterns (CCP) are
an important issue, because they monitor and control the
production process. In recent years several methods have
been proposed for accurate recognition and classification
of CCPs including expert systems, support vector machine
(SVM), different types of artificial neural networks (ANN)
such as multilayer perceptron (MLP), radial basis function
(RBF) and probabilistic neural networks (PNN), and fuzzy
systems [7]-[42]. According to the previous researches for
automatic CCPs recognition, there are three main aspects that
should be considered during the design of recognizer. One
of these issues is the feature extraction and feature selection.
Based on the investigated papers, it is witnessed that using
new features as the input of classifier have led to better
performance [23]-[42].

Another issue is related to the type of classifier. In most
studies, ANN, SVM, and ANFIS are used as the classifier.
The most common and useful training algorithm for ANNs is
the BP algorithm, that uses gradient information for finding
the unknown weights and biases. Gradient-based algorithms
easily get trapped in local minima notably for nonlinear
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and complicated pattern recognition problems. In addition,
the convergence speed of gradient-based algorithms is very
low even for simple pattern recognition problems. Also,
there is not any standardized approach to choose the neural
network’s architecture. Generally, it is required to obtain
this architecture empirically, which is a time-consuming pro-
cess [43]. About the SVM, its accuracy is dependent on the
selection of the kernel function and other parameters such
as slack variables, cost parameter, and the margin of the
hyperplane. There is a direct relationship between the failure
in finding the optimal settings for an SVM model and its
recognition accuracy. The computational cost of the SVM is
another barrier [44], [45]. About the fuzzy systems, the error
rate of fuzzy systems is high as they suffer from the necessity
of large training data set and problems of random initial
cluster center selection [46].

All the presented methods for CCPs recognition so
far, demand the signal preprocessing, handcrafted features
extraction and feature selection. The conventional techniques
have acceptable performance, but they are very complicated
and have several modules. In these systems, features are
usually chosen using the trial-and-error or even by the expe-
rience. Therefore, we applied a convolutional neural network
(ConvNet) in this paper to overwhelm the possible problems
while using the traditional methods and also to acquire better
detection accuracy without using any handcrafted feature
extraction, feature selection features. In the proposed method,
the Harris hawks optimization (HHO) algorithm is used for
optimal tuning of ConvNet parameters.

The rest of this paper is established as follows:
Section 2 represents ConvNet. Part 3 is about the optimization
algorithm. In part 4, we presented the proposed method.
Section 5, is the simulation results, and finally, part 6 is the
conclusion.

Il. ConvNet
The ConvNets are one of the newly introduced and useful
machine learning tools which have excellent performance in
different applications like pattern recognition and fault detec-
tion. A ConvNet consists of three sorts of main layers, con-
taining pooling layer (Pool), convolutional layer (CONYV),
and fully-connected layer. The main structure of the ConvNet
is shown in Figure 2. The ConvNet in Figure 2 has one CONV
layer, one Pool layer, and one fully connected layer. The
number of CONV and Pool layers or hidden layers can be
more than one. The user should select the optimal number of
hidden layers.

In CONV layer, some convolution kernels have been uti-
lized to calculate new feature maps [47]. The value of each
feature at the location (i, j) in the k-th feature map of the /-th

1 oo .
layer, zijx 1s given as follows:

T
Zg,j,k = W/ﬁ Xil,j ‘H’i (D

In Eq. (1), W,ﬁ represent the weight vector and bf{ denotes
the bias term of the k-th filter of the [/-th layer, and
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FIGURE 2. The main structure of the ConvNet.

Xil j shows the input patch centered at the position (the i,j)
of the /-th layer. The activation value af ik of convolutional
feature zi ik is given by:

) _ 1
ik =4 (Zi,j,k) @)

where a(.) is the activation function with the nonlinear-
ity characteristic. Among several activation function types,
the Rectified Linear Unit (ReLU) is one of the most effective
and well-known activation function which can be defined as:

I I
a; j j = max (zi’j’k, O) 3)

A possible drawback of the ReL U activation function is that,
whenever the unit is not active, it has zero gradients [48], [49].
Consequently, the training process will be slow because of
the constant zero gradients. In [S0] a new model of activation
function called Exponential Linear Unit (ELU) is proposed to
allow the faster learning procedure of ConvNet which results
in better performance. Similar to ReLU, in ELU the vanishing
gradient problem can be prevented properly by tuning the
positive part of identity. Unlike the ReL U, there is a negative
part in ELU to make the learning process fast. To lessen the
units’ variation while deactivated and make a robust ELU
against noise, it is required to apply a saturation function as
the negative part besides the unsaturated negative parts. The
ELU is given by:

afji = max (<14, 0) + min (2 (%4 —1).0) @)

In this equation, A is a free parameter that controls the satura-
tion of ELU for negative inputs. Considering the advantages
of the ELU activation function, the ELU has used in the
proposed method for CCPs recognition.

Shift-invariance in the pooling layer can be acquired using
diminishing the feature maps resolution. The Pooling layer
lies between two CONV layers. The pooling function can be
symbolized as pool(.), for each feature map aﬁn’n’ ¢ Which is
given as follows:

yﬁ,j,k = pool (ain’n!k), Y (m, n) € R; (5)

In Eq. (5), R;j is a local neighborhood around the location
(i,7). The common pooling operations are L2-norm pool-
ing, average pooling and, max pooling. After one or more
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hidden layer including CONV/Pool layers, there are fully
connected and an output layer. The fully connected layer
takes the extracted features by hidden layers and make a
linear relationship between these new inputs and targets.
Softmax is a popular used operator, especially for pattern
recognition problems. Minimizing a suitable loss function
which is defined on a particular task, makes it possible to
get its optimum parameters (0). If there exists N input-output
relations {(x"™,y™):n e [1,2,...,N]}, where x™ is the
n-th input data, y is its target label correspondingly and
0™ is the output of ConvNet. The loss of ConvNet can be
stated as follows:

N

e=1/NY ¢ (9 Sy, o(”>) (6)

n=1

The training of ConvNet is a nonlinear and complicated opti-
mization problem. To get the best fitting set of the parameters
including the weights and biases, we should minimize the loss
function. The common solution for optimizing the ConvNet
network is Stochastic gradient descent [51].

lll. HHO ALGORITHM

HHO is a new nature-inspired meta-heuristic optimizer that
is motivated by Harris’ hawks manner in nature for finding
the food source. In this algorithm, several hawks all together
attack a hunt to astonish it (exploration phase). Concerning
the probability of evasion and running away for the hunt, the
Hawks can perform several quick dives coming close the prey
to surprise it and make it tired (exploitation phase). Based
on the fleeing energy of the prey, the HHO algorithm can
exchange its phase from exploration to exploitation and then,
move between different manners of the exploitative phase.
The hunt’s energy can be diminished significantly through
the running process. To model this behavior, the prey’s energy
can be defined as below:

iter
E =2F) (1 — ) @)
Ttermax

where E denotes the running and fleeing energy of the
hunt or prey at each iteration of the algorithm, Itery,y is the
maximum number of iterations, and Ey is the prey’s initial
energy. The value of Ifermax should be determined by the
user. In this algorithm, £y randomly varies inside the interval
(—1, 1) at each iteration. When the Ej value lessens from O to
—1, it means that the hunt is exhausted and tired, with the
Ep value increases from 0 to 1, it indicates that the prey is
reinforcing.

During the iterations, the hunt’s energy for running away
from Harris hawks tends to be diminished. When |E| > 1,
the hawks search for different places to find the location of
the prey, hence, the HHO carries out the exploration phase.
On the other hand, when |E| < 1, the HHO carry out
the exploitation phase. To model the process of attacking
the target mathematically, based on its running manners and
also the chasing patterns of the Harris’ Hawks, four strate-
gies including (1) Soft besiege, (2) Hard besiege, (3) Soft
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besiege with progressive rapid dives and (4) Hard besiege
with progressive rapid dives are presented in the HHO [52].
The hawks will do a hard or soft besiege based on the prey’s
escaping behavior to trap it. In this case, the Hawks will
surround and attack the prey from different directions and
this process is dependent on the prey’s retained power of
escaping. After some iteration and tries, the fleeing target’s
energy will be lost gradually. Thus, it is the time that the
besiege procedure can be intensified by the hawks so that
they approach toward the tired prey and trap it or reach the
final global answer. The pseudo-code of the HHO algorithm
is shown in Figure 3. More details about the HHO algorithm
can be found in [52].

IV. PROPOSED METHOD

In this study, a new hybrid method based on ConvNet is
proposed for nine CCPs recognition. One of the benefits of
the proposed method is feature representation that is learned
automatically from the unprocessed training data, which is a
significant difference from conventional hand-crafted feature
representation methods. In the proposed technique, unpro-
cessed data is fed to ConvNet, and the type of CCPs is
recognized. The main drawbacks of applying ConvNet on a
new task is the necessity of having the remarkable experience
and ability to choose the appropriate and fitted parameters
such as the type of activation function, learning rate, kernel
sizes, number of kernels, etc. Because of having the internal
dependencies of these parameters, they will be particularly
expensive for tuning. For example, the higher number of
kernels with small size leads to better performance; it also
ruins the training due to a too large searching area. As another
example, stride with optimal amount can reduce spatial reso-
lution; leading to computational benefits and can reduce the
overlap of receptive fields. Therefore the amount of these
parameters should be appropriately selected.

To overcome this problem, in this paper the application
HHO algorithm is introduced for the optimal design of
ConvNet. In the proposed technique, each hawk shows the
ConvNet parameters including:

1. Number of CONV/Pooling layers (NCPL)

2. Learning rate (&)

3. Kernels Number in the CONV layer (Kconv)

4. Kernels Size in the CONV layer (Fconv)

5. Stride in the CONV layer (Sconv)

6. Zero padding (P)

7. Type of Pooling Layer (TPL) including Max Pooling,
Average Pooling or L2-norm Pooling.

8. Size of kernels in the Pooling layer (Fpoor)

9. Stride in the CONYV Pooling (Spoor)

In the proposed method, we determined the maximum
number of CONV/Pooling layer equal to eight. The HHO
should find the optimal number of CONV/Pooling layers
in this range. In this method, the first array of each hawk
represents the number of CONV/Pooling layer and the second
array shows the learning rate. The reaming arrays represent
the parameters of each layer. In each CONV/Pooling layer,
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there are seven parameters. Therefore if the first array of a
sample hawk is 5, then we will have five CONV/Pooling
layer, and the total number of unknown parameters is
37 (24 (5 x 7) = 37). The first two parameters are a number
of CONV/Pooling layers and learning rate. Or if the first array
of a sample hawk is 8, then we will have eight CONV/Pooling
layer, and the total number of unknown parameters is
58 (2+ (8 x7)=38).

V. SIMULATION RESULTS

In this part, the performance analysis of the proposed method
has been evaluated. Here, several experiments have been
done, and also we compared the results of the proposed
method with other techniques available in the literature. The
ConvNet is developed and evaluated in MATLAB (version
9.5[R2018b]) programming language on a PC with a Win-
dows 10 64-bit professional and 64 gigabyte RAM. In this
study, the proposed method and other classifiers are run five
independent times, and the average of these five independent
runs is reported as the final performance of each method.

A. DATASET PERFORMANCE ANALYSIS OF THE
PROPOSED TECHNIQUE
To evaluate the performance analysis of the proposed method,
1000 samples for each pattern are produced using the equa-
tions presented in [4]. In these equations, r; is the value of a
standard normal variate at i-th (i = 1, 2, ..., 60) time point
and y; is the observed value at i-th time point. Thus, various
patterns of length 60 for a normal process with mean a (1)
and standard deviation (o) can be produced by the following
formulas:

1) Normal pattern:

yi=p+ro, pn=80 0=>5 (3
2) Stratification pattern:
yi=u+rio', 020 <o <020 9)

3) Systematic pattern:

yi=pu+rioc+dx (=1, lo<d<3  (10)

4) Mixture pattern:

1.5¢ <m<250&wisOorl
(11)

where w is a binary integer value which is dependent to a
random number p(0 < p < 1) and a pre-specified probability
value b = mp, which determines the shifting between distri-
butions. The value of b is fixed as 0.4, and thus, w = Oifp <
0.4&w = lifp > 0.4

5) Cyclic pattern:

yi=p+rio+(=1)"m,

1.50 <a<2.50&8<T <16
(12)

yi = pu+rio+asinri/T),

In this equation, “a” represents the amplitude of cyclic vari-
ation and “T"” shows the period of a cycle.
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while (stopping criteria is not met) do
Calculate the fitness values of hawks
Set x rabbit
for (each hawk (Xi)) do
Update the £, and jump strength J
Update the E
if ((E[> 1) then
Update the location vector
if (|E|<1) then
if (=0.5 and [E|> 0.5 ) then
Update the location vector
else if (r>0.5 and |E|<0.5 ) then
Update the location vector
else if (r<0.5 and |E[> 0.5 ) then
Update the location vector
else if (r<0.5 and |E|<0.5 ) then
Update the location vector
Return x

rabbit

Inputs: The population size pop,,,, and the maximum number of iterations Zrer,
Outputs: The position of the prey and corresponding fitness
Generate the initial population of hawks randomly x, =(7 =1,2,...,N)

as the location of prey (best location)

>Exploration

>Exploitation
>Soft besiege

>Hard besiege
>Soft besiege with progressive rapid dives

>Hard besiege with progressive rapid dives

FIGURE 3. Pseudo-code of HHO algorithm [52].

6) Increasing Trend pattern:

vi=u+rio+ig, 0.050 <g<0.lo (13)

7) Decreasing Trend pattern:

yvi=pu+rio—ig, —0.1l0<g<-0.05¢ (14)

In Eq. (14) and (15), “g” represents the magnitude of gradient
for the trend patterns.
8) Upward Shift pattern:

yvi=pu+rio+ks, k=1ifi>=P, elsek=0 (15)

9) Downward Shift pattern:

yvi=pu+rico—ks, k=1ifi>P,elsek=0 (16)

In Eq. (16) and (17), “k” is a parameter which determin-
ing the shift position and “s” represents the magnitude of
the shift. We have generated 9000 samples [Input]g,9000
(1000 sample per pattern). To show the performance analysis
of the proposed system, 50% of the data is used for training
and 50% for testing the proposed method.

B. PERFORMANCE ANALYSIS OF THE PROPOSED
TECHNIQUE

In this subsection, the performance of the proposed technique
is investigated. The parameterized functions can represent
convnet architecture. To obtain the optimal values for param-
eters, we used the HHO algorithm. The population size (num-
ber of hawks) and the maximum number of iterations is set
to 25 and 100, respectively. Based on the HHO algorithm,
ConvNet with five hidden layers and learning rate equal to
0.00126 is chosen as the best ConvNet. The optimal values
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TABLE 1. The proposed architecture.

Kernel ~ No. of . Zero No. Of
Layer ];;gzr (5)1111;]2? Size Kernels S?g;ie padding  trainable
(F) (K) (P) parameters
0 60 x 1 - - - - -
I CONV  51x4 12x1 4 1 1 48
POOL  46x4 6x1 4 1 - -
s CONV  40x8 9x1 8 1 2 288
POOL 19x8 4x1 8 2 - -
3 CONV  18x12  4x1 12 1 1 384
POOL 16x12  3x1 12 1 - -
4 CONV  9x20 4x1 20 2 2 960
POOL  8x20 2x1 20 1 - -
CONV  7x32 4x1 32 1 1 2560
1 R

POOL  6x32 2x1 32

of the parameters of the best ConvNet are listed in Table 1.
The input layer includes 60 neurons, and the hidden layer
comprises five convolution and pooling layers with 4, 8, 12,
20 and 32 filters. The proposed method (HHO- ConvNet)
with ELU activation functions can classify the CCPs with
99.80% accuracy. Tables 2 shows the confusion matrix of the
proposed method. It is clear that the proposed method has
high classification accuracy.

In this experiment, the performance of the ConvNet with
the same architecture but with the ReLU activation function
is estimated. Obtained results using ConvNet with ELU and
ReLU activation function are listed in Table 3. The ConvNet
with ReLLU activation function has 99.55% accuracy. The
standard deviation of the proposed method (HHO-ConvNet
with ELU activation function) is zero, and the standard devia-
tion of ConvNet with the ReLU activation function is +0.14.
It is obvious that choosing a suitable activation function is
an important issue. The confusion matrix of this network is
shown in Table 4.
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TABLE 2. Confusion matrix of the proposed method with ELU activation
function (99.80%).

TABLE 5. Comparing the performance analysis of the proposed classifier
with other classifiers using raw data.

NOR STR SYS MIX CYC IT DT UsS DS
NOR 500 0 0 0 0 0 0 0 0
STR 0 500 0 0 0 0 0 0 0
SYS 0 0 499 0 1 0 0 0 0
MIX 2 0 0 498 0 0 0 0 0
cyc o 0 0 0 500 0 0 0 0
1T 0 0 0 0 0 497 0 3 0
DT 0 0 0 0 0 0 499 0 1
us 0 0 0 0 0 0 0 500 0
DS 0 0 0 0 0 0 2 0 498

TABLE 3. Investigation of the activation function effect on ConvNet

performance.
Classifier Activation Accuracy (%) Standard
function Min Max Mean  Deviation
ConvNet with optimal ~ ELU 99.80  99.80  99.80 +0.0
architecture
ConvNet with optimal ~ ReLU 99.11  99.75  99.55 +0.14

architecture

TABLE 4. Confusion matrix of the ConvNet with ReLU activation
function (99.55%).

Classifier Input size RA (%) SD
PNN 60 94.71 +2.04
MLP (BP) 60 92.07 +3.28
MLP (RP) 60 95.73 +1.17
MLP (LM) 60 96.54 +1.07
RBFNN 60 96.87 +1.04
ANFIS 60 97.52 +0.46
SVM 60 97.32 +0.27
RF 60 96.49 +0.58
Proposed method 60 99.80 +0.0
100 T T T T —
A
| N !
99+ -'/ o ..r'l
/ Jour ™"
R ! ,'//’
8 X
v
iy
L
97 ’4 '?
I
o
96 I‘ 1 1 | 1 | 1 |
0 10 2 30 40 5 60 70 90

NOR STR SYS MIX CYC 1T DT US DS
NOR 499 0 0 1 0 0 0 0 0
STR 0 500 0 0 0 0 0 0 0
SYS 0 0 497 0 3 0 0 0 0
MIX 2 0 0 498 0 0 0 0 0
cYyc o0 0 1 0 499 0 0 0 0
IT 0 0 0 0 0 498 0 2 0
DT 0 0 0 0 0 0 496 0 4
Us 0 0 0 0 0 3 0 497 0
DS 0 0 0 0 0 0 4 0 496

The convergence of the HHO algorithm in finding the
optimal architecture is shown in Figure 3. In this experiment,
the HHO-ConvNet is run five independent times, and the
convergence diagrams are plotted. In these five independent
runs, the initial population is fixed. Therefore, all the exper-
iments start from the same point. It is clearly proof enough
that the proposed method has excellent convergence speed.
As indicated in these figures, ConvNet accuracy gradually
changed from iteration O to 100 and demonstrated no remark-
able change after iteration 50. In fact, after 50 iterations,
the algorithm has reached the best point, and the optimal
parameters of ConvNet are found.

C. COMPARISON WITH OTHER CLASSIFIERS

To compare the performance analysis of the proposed tech-
nique with other machine learning algorithms, we have done
several experiments. For this purpose, probabilistic neural
networks (PNN), MLPNN with different training algorithms
such as BP, Resilient propagation (Rprop) and Levenberg
Marquardt (LM), RBFNN, ANFIS, SVM and random forest
(RF) are considered. In these experiments, the unprocessed
data is used as the input of different classifiers and the same
ratio of training/testing is used.

MLPNN has some variables containing the number of neu-
rons in each hidden layer, number of hidden layers, learning
rate and type of transfer function which must be determined
carefully. In RBFNN, the number of radial basis functions and
their spreads have a high effect on the network’s performance.
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Iteration

FIGURE 4. Convergence of the proposed method in different runs.

In PNN, the value of the spread is an important parameter that
should be determined carefully. In ANFIS, the value of radii,
type of membership function and fuzzy inference system
must be determined accurately. In SVM, the type of kernel
function, kernel function parameters, and penalty parameters
must be determined carefully. In RF, the number of trees
and the number of leaves have a high effect on its accuracy
and performance. Therefore, in this experiment, the HHO
algorithm is used to find the optimal value of these param-
eters. The obtained results are listed in Table 6. It is obvious
that the proposed technique (HHO-ConvNet) has much better
performance in comparison with other classifiers.

D. COMPARISON WITH DIFFERENT TECHNIQUES
AVAILABLE IN THE LITERATURE

Control charts is one of the most practical and effective
ways for monitoring the production process in many facto-
ries. Therefore this approach has been implemented in many
industrial applications and there are vast studies in this area.
In different studies, authors have used different dataset to
investigate their method’s performance. Therefore, there are
not a unique dataset to compare the performance of differ-
ent methods in similar conditions. Also, in different stud-
ies, different patterns and different samples are considered.
Accordingly, in this section we have just mentioned the
reported results in term of RA. Table 7 shows these
comparison.
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TABLE 6. Comparison with other methods.

Ref Year No. patterns Input type Classifier Accuracy (%)
[23] 1997 Six Feature (Shape) MLPNN 99.00
[16] 2000 Six Raw data MLPNN 97.73
[28] 2003 Six Features (Statistical) MLPNN 96.79
[18] 2006 Six Raw data Optimized -LVQ 95.47
[20] 2006 Six Raw data WNN 97.70
[24] 2006 Eight Feature (Shape) MLPNN (LM) 96.13
[26] 2007 Eight Feature (Shape) CART 97.54
[25] 2009 Eight Feature (Shape) MLPNN (BP) 96.66
[29] 2010 Six Feature (Shape + Statistical) Optimized -SVM 99.58
[30] 2011 Six Feature (Shape + Statistical) MLPNN 99.21
[37] 2011 Six Feature (Wavelet) Optimized -SVM 99.37
[40] 2011 Six Feature (geometric) RBFNN 99.26
[4] 2012 Nine Feature (Shape) Expert system 95.21
[19] 2012 Eight Raw data SNN 98.61
[41] 2012 Six Feature (geometric) MLPNN 99.65
[31] 2013 Six Feature (Shape + Statistical) MLPNN-SVM 99.51
[32] 2013 Six Feature (Shape + Statistical) ANFIS 99.51
[38] 2013 Six Feature (Wavelet) ANFIS 99.32
[33] 2014 Six Feature (Shape + Statistical) RBFNN 99.58
[53] 2015 Nine Features (Statistical) SARG 89.90
[27] 2016 Six Feature (Shape) Optimized-MLPNN 99.21
[42] 2016 Six Feature (fuzzy) Optimized -SVM 99.68
[54] 2017 Seven Feature (Shape + Statistical) SVM 99.42
[35] 2018 Eight Feature (Shape + Statistical) Optimized -RBFNN 99.63
[34] 2018 Eight Feature (Shape + Statistical) MLPNN (RP) 99.50
This study - Nine Raw data HHO-ConvNet 99.80

In the control chart concept, pattern including normal,
cyclic, trends and shift patterns are more common among the
researchers and in many studies just these types of patterns
have been studied. As a result, the proposed method for
classification of six patterns are not applicable for classi-
fication eight or nine patterns. For instance, the proposed
shape features in Ref [23] cannot be used for recognition of
the stratification, systematic or mixture pattern form other
patterns. All the feature-based introduced approaches can
only differentiate the same patterns, and if we add a new
pattern, the introduced method will not be practical [23]-[42],
[53] and [54]. On the other hand, the approaches which have
used unprocessed data as the input of classifier, have weak
performance [4], [16], [18], and [19], with many real-life
situations require a CCP recognition system to be proficient
enough to discern all of the nine basic CCPs, including NOR,
STR, SYS, MIX, IT, DT, US, and DS.

Furthermore, their CCP recognition system is not gen-
uinely automated since some of the features extractions
demand on the designer’s inputs. For example, the limit
points for the patterns segmentation into two windows need
to be selected by the user. Based on the results obtained
from Table 7, it is clear that only the proposed method
(HHO-ConvNet) can recognize the nine CCPs with high
accuracy.

VI. CONCLUSION

Considering the competitive market, controlling and moni-
toring of product quality has become one of the most critical
issues in the manufacturing industry. In this paper a new auto-
matic method based on ConvNet and optimization algorithm
proposed for CCPs recognition. Using the proposed method,
all the nine most commonly observed CCPs can be recog-
nized automatically without any hand-crafted features. Also,
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the proposed method can be used for any arbitrary number of
CCPs without any change. To see the quality and performance
analysis of the proposed method (HHO-ConvNet), several
experiments and comparisons with other methods performed.
In these experiments, the optimal architecture and parameters
of ConvNet are selected using HHO. The obtained results
showed that the proposed technique has high accuracy and
it can also classify the nine CCPs with the accuracy of 99.80.
The results indicate the superiority of the proposed method
over other classifiers such as MLPNN, RBFNN, ANFIS, RF,
and SVM. Furthermore, the performance of the proposed
method in terms of classification accuracy is much better
than other reported results in the literature. According to the
obtained results, this study highly recommends the applica-
tion of HHO-ConvNet for CCPs recognition. Also, the pro-
posed method can be used for other complicated pattern
recognition problems such as heartbeats classification, breast
cancer tumor type identification, etc.
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