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ABSTRACT Currently, Heart failure disease is considered a multifaceted clinical disease affecting millions
of people worldwide. Hospitals and cardiac centers rely heavily on ECG as a regular tool for evaluating and
diagnosingHeart failure disease as an initial stage. The process of Heart failure disease identification from the
ECG signal aims to reduce the time of the diagnostic process for patients with heart failure and to improve
the outcomes of the detection process applied to these patients. The information acquired from the ECG
signal simplifies the laboratory evaluation and other traditional diagnosis methods to evaluate and diagnose
Heart failure disease. Unluckily, the problem of segmentation of the ECG signal is complicated because
of similarities in time interval and amplitude between several ECG signal as well as the presence of noise
in ECG signals. Most cardiologists use the ECG signal to identify Heart failure disease and their decision
depends on the identification process, to determine whether surgery or medical treatment is required. This
paper offers a new identification technique to overcome the current problems, such as overlapping in heart
rate duration from the time interval from one PQRST wave to the next. In this study, the aim is to develop
a new automatic method using improved support vector machine to diagnosis HFD from ECG signals. This
is particularly relevant to ECG signals for the diagnosis of HFD as the first step to treatment and care of
patients in general and specifically those with early heart disease to increase their overall survival. This
paper outlines a hybrid approach of dual SVM and nonparametric algorithm to spot HFD in ECG signals
leading to increase reliability and accuracy of identification and diagnosis of heart failure classes in the early
stages using the proposed algorithm. The nonparametric algorithm is used to train SVM and its dual to get
two models of SVM. The dual problem gives a different view that is better and sometimes simpler than
the original problem. This feature is used to detect Heart failure disease in ECG signals by comparing the
outputs of SVMmodel and those of dual SVMmodel. Experiments show that the hybrid approach produces
good results, is more efficient and increases accuracy of Heart failure disease detection with an acceptable
accuracy of 94.97% when compared with other algorithms to which the paper refers to. This is especially
noted in patients with multiple diseases who were not initially identified as heart failure.

INDEX TERMS Heart failure disease (HFD), ECG, support vector machine (SVM), nonparametric
algorithm, duality.

I. INTRODUCTION
Heart failure disease (HFD), with the highest prevalence
worldwide, is of multi-factorial pathology. Cardiac output
is reduced as a result of change in mechanical properties
and altered cardiac electrical activity in some cases [1], [2].

The associate editor coordinating the review of this manuscript and

approving it for publication was Hamed Azami .

In early stages of HFD there are a variety of neurohormonal
regulatory mechanisms that are triggered [3]. Although these
compensatory mechanisms can make up for consequences
of HFD in the short-term, they can lead to dyspnea on
exertion, pulmonary and peripheral edema, remodeling of
the heart and accentuate ventricular dysfunction which can
cause permanent changes in preload and afterload [4], [5].
Many treatment options are offered to patient with HFD such
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as life style changes, medications or implantable devices
such as a pacemaker or defibrillator [4]. Ensuring follow up
in this population is a major concern given hospitalization
due to acute decompensation of HFD is the leading cause
of health care expenditure [5]. Studies and statistics found
that heart diseases are the most important problems facing
people especially HFD. Like other diseases, early detection
and diagnosis of cardiac disease is the first step for treatment
and care [1], [6].

HFD is now an emerging disorder for diseases such as
heart disease, insomnia, hypertension as well as other dis-
eases [7]. Detection of HFD on Electrocardiogram (ECG)
is done through detection of variations in heart beat dura-
tion from the time interval from one PQRST wave to the
next PQRST wave [8]. Changes in the cardiovascular system
during HFD episodes lead to bradycardia during breathing
episodes and tachycardia upon cessation of the breathing
episode [9]. P, Q, R, S, and T waves stand for heart action,
where P-wave defines the depolarization of the atria, Q-wave
defines the deactivation of the anteroseptal region of the
ventricular myocardium, R-wave defines the depolarization
of the ventricular myocardium, S-wave defines the activation
of the posterior basal portion of the ventricles, and T-wave
defines the rapid ventricular repolarization.

There aremany algorithms that can be used for heart failure
identification from the ECG signal such as support vector
machine (SVM) toolset based on LIBSVM [10], SVM based
on a sequential minimum optimization (SMO) and artificial
neural network (ANN) for heart disease classification [11],
multilayer perceptron neural network (MLPNN), learning
vector quantization neural network (LVQNN),multilayer per-
ceptron (MLP) [12], SVMwith sequential minimal optimiza-
tion algorithm and the radial basis function (RBF) network
structure based on Orthogonal Least Square (OLS) [13].

Chen et al. [10] have used information from patients with
grouped heart failure (HF) and related medications as traits
for training and predicting the type of patient with unknown
HF from their prescription medications. After a ten-fold cross
validation by choosing the radial basis function of SVM, with
a cost of 0.075, gamma of 0.5, they got an average preci-
sion rate of 75.26%. These constraints were automatically
nominated using the self-learningmodule in LIBSVM. Based
on their paper results of the tests of all the medical doc-
uments compiled, they have summarized that the deceased
patients tend to have decreasing Exposure Factor (EF) dif-
ferences in comparison with all the living patients with heart
failure [10].

Compared to other types of patients with heart failure,
patients with systolic heart failure and heart valve failure
have greater differences in EF over the last four years.
They also stated that, the method predicted the years of
survival and the life expectancy of the patient with accuracy
rates between 80% and 87% under different parameter set-
tings [10]. The LIBSVMmethod has used different functions
applied to the ECG signal to predict the type of patient
with unknown HF from their prescription medications.

These functions include an initialization function which is
used to acquire an ECG signal using a bio-potential ampli-
fier and then displays it using ECG instrumentation, a pre-
processing function, an analyzing function to analyse ECG
signal, and a classifier function to classify the heart failure
disease. This paper used feature analysis on heart failure
classes and associated medications using SVM TOOLSET
based on LIBSVM as presented in [10] to classify several
categories of patients with heart failure.

Classification of HFD using SVM based on SMO and
ANN method is presented in [11]. This method provides a
support system for the medical decision for the classifica-
tion of heart diseases. Deepti Vadicherla and Sheetal Son-
awane have classified the data into 2 classes (positive one for
absence of disease, and negative one for presence of disease)
using SVM based on SMO process and ANN. They have
compared between the results of classifiers SVM and ANN.
The SVM classifier uses previously processed data as input to
SMO for improved results with high accuracy. According to
the mission of solving the problem of classification of heart
disease and use the statistical methods in feature extraction
stage, the results of SVM classifier based on SMO is greater
than ANN [11].

Lewicke et al. [12] used MLPNN, LVQNN, and SVMs to
classify sleep versus wake from ECG signal [12]. In general,
the assessment of sleep status is a time consuming task
and sleep states are derived manually from several bio-
logical signals. The method was applied with eight-hours
concurrent ECG and poly-somno-gram (PSG) sleep counts
of 190 newborns who participated in the collaborative mon-
itoring of child monitors (CHIME) study [12]. As a classi-
fier, the LVQNN, the multilayer MLPNN, and (SVM) were
analyzed. After systematically rejecting the difficulty of clas-
sifying the segments of CHIME, the methods can achieve
a correct classification of 85% to 87% while rejecting only
30% of the records for CHIME. If rejected, the accuracy
increases by approximately 8% compared to a method with-
out elimination. In addition, the influence of PSG epochs with
indeterminate states is analyzed [12].

Ghumbre, Shashikant, Chetan Patil, and Ashok Ghatol
used the SVM in heart disease diagnosis [13]. In this work,
the use of artificial intelligence in the diagnosis of typical
cardiac disorder was investigated. They have presented an
intelligent SVM based on a system with a radial basis func-
tion network for diagnostics. A clinical expert system based
on symptoms is used to decide what type of cardiac disorder
a patient may experience, be it a heart attack or not. The SVM
based on a SMOalgorithm is applied to the Indian patient data
sets. Then, the structure of the RBF network trained by the
OLS is applied to the same set of predictive data. The results
show that the SVM based on SMO can be used successfully
to diagnose cardiac disorder [12]. Hammad et al. [14] intro-
duced a classifier to detect abnormal heart conditions based
on ECG signal characteristics. In their method, the proposed
classifier is created by extracting the major features from
de-noised ECG signals. They conducted comparative studies
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of NN, SVM, KNN with their method to classify the ECG
signals [14].

Amrani et al. [15] used multi-canonical correlation analy-
sis (MCCA) method to detect arrhythmias in ECG signals.
The method is based on very deep feature extraction and
fusion. They also applied the Q-Gaussian (QG) multiclass
SVM to classify arrhythmias from ECG signals [15].

Hammad et al. [16] introduced a classifier based on two-
dimensional ECG feature extraction and convolutional neural
network (CNN). In this method, a real-time authentication
system is used to extract the main features from the ECG sig-
nals that have negative peaks, high-grade noise and baseline
drift [16].

Analysis of the data would be useful to develop a better
understanding of HFD and its leading events to improve
detection early on. Several lumped-parameter models of the
cardiovascular system have been proposed in literature but
very few provide both short-term and long-term cardiovas-
cular regulations as well as multiorgan regulation in order
to fully analyze HFD. In the proposed method, multiorgan
representation of the chorionic villus sampling (CVS) and its
regulation can be used to analyze events over different time
scales ranging from seconds to months. Most current HFD
diagnosis methods are not included in the identification mod-
els which are a major limitation in the study of HFD because
of systolic and diastolic characteristics of HFD cannot be
represented. In addition to arterial pressure derivatives cannot
be simulated and representation of short term regulatory loops
require pulsatile variables [7], [8]. Arterial pressure is asso-
ciated with heart rate variability (HRV) leading to changing
R-R, QRST durations in an ECG [8]. This research uses
datasets with about 82% of subjects have high blood pressure
(hypertension).

In this work, a population of patients with heart failure
using ECG signal analysis was studied. This paper focuses
on a multivariate analysis of a set of physiological parameters
that were applied to P-QRS-T wave for the early detection
of HFD.

A new hybrid approach is presented to detect Cardiac
disease from ECG signal. The proposed approach provides
HFD detection with high accuracy to increase survival rate
and save many people without the risk of having heart attack
and/or immediate stroke. The approach merely requires good
PC or laptop set to detect the cardiac disease especially
HFD from Electrocardiogram signal processing. This paper
introduces a new method for predicting, identifying the type
of patient with unknownHF from their ECG signals only. The
proposed approach is suitable for developing regions such
as the Middle-east, Africa, and Asia. A hybrid approach is
developed to detect HFD disease using Improved Support
VectorMachine (ISVM) based onDuality Optimization (DO)
technique.

This paper suggests the use of combination of improved
support vector machine and duality optimization to find
P-QRS-T peaks and troughs of ECG signals to discriminate
the normal and disease-related conditions. In this method,

ECG waveform is divided into five waves (P, Q, R, S, and T)
based on time interval and amplitude for each wave. It is
also supposed that the three areas (P-QRS-T) are dissimilar
in that they take different probability amplitude functions for
each + ve peak value and –ve peak value of the ECG signal
and that the time intervals borderline of the P-QRS-T waves
inside the three segment areas are distributed and divided in
an identical way.

Five features are presented in the proposed approach using
ISVM to better read the ECG signal. Using DO form of
SVM with the original one to give a complete view of the
ECG signal while using nonparametric algorithm to train
SVM and its dual and provide a normal ECG for SVM to
avoid the noise. The dual form is used because the dual
can be helpful for sensitivity ± peak-value and time interval
analysis. Sometimes finding an initial feasible solution to the
dual is much easier than finding one for the primal. The dual
variables give the shadow prices (dual price) for the primal
constraints. The importance of duality for the heart failure
classification process is detecting the PQRST amplitudes in
an ECG signal with more accuracy than other techniques
because the mathematical optimization theory is based on
the primal constraints (original function and dual function).
Sometimes the dual is just easier to solve) A problem with
many constraints and few variables can be converted into
one with few constraints and many variables). Many lem-
mas and theorems indicate the relations between the primal
problem and dual one [8]. The most important theorems are
the weak duality theory and the strong duality theory which
are presented below. The proposed approach is an attempt to
examine ECG signal with a view to spotting any abnormal
signs in the ECG especially HFD.

The advantage of this method is applicable to ECG signals
with several amplitude and duration of the P-QRS-T waves,
differentiating between normal and abnormal ECG signals
based on heart rate duration from the time interval from one
PQRST wave to the next PQRST wave, predicting and diag-
nosing the HF from an ECG signal only. Level set methods
can easily handle peak-value and time interval changes of
the developing contour such as singularities on the curve
due to sharp corners, splitting and merging. Later, the shared
data and energy function as multiphase area were calculated.
The gradient flow computation of the ECG signal ± peak-
value and time interval borderline were checked for location
whether it is inside or outside. Low frequency noise can be
dealt with by involving a coarse to fine multiscale procedure,
which promises improvements of the ECG signal. AGaussian
conditional field is built to obtain the underlying clean ECG
signal from the noisy input. After these steps are taken,
the segmented P-QRS-T wave is obtained.

This paper is organized as follows: Section II presents
the Human Heart system. Section III shows Electrocardio-
gram signal segmentation using information-theoretic, prob-
lem illustration and ECG signal pre-processing. Section IV
includes the identification hybrid approach, SVM, dual
SVM, the theorems and the relationships between them.
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SectionV illustrates theHFD identification performance. The
experimental results are presented in section VI by using
test ECG waveforms. Section VII presents the comparative
analysis and case study. Section VIII illustrates the perfor-
mance evaluation and cross-validation. Finally, Section IX
concludes the paper.

II. HUMAN HEART SYSTEM
In the human heart system, electrical activity of the heart
can be recorded by ECG with distinct waveforms via skin
electrodes. It is a non-invasive technique that reflects cardiac
health, heart beat and heart rate for identification of heart
disease. Most human body cells are not in direct contact with
the outer location. Therefore, they rely on the cardiovascular
system to serve as a transport provision for them.

In the cardiovascular system, there are two types of fluids
that flow through it. The first one is blood, in this type of fluid,
the heart and blood vessels form the circulatory system. The
second one is lymph, in this type of fluid; the lymph nodes
and the lymphatic vessels form the lymphatic structure. The
vascular system and the lymphatic system together form the
cardiovascular system [17].

The heart cycle is a series of actions in a heartbeat. In gen-
eral, the heart cycle consists of the synchronized contraction
of both atria with a fraction of a second later, the synchronized
contraction of each ventricle. The heart is made up of heart
muscle cells that are interconnected with each other so that
when one of them contracts, it leads to excitation of the
neighboring cells. In the cardiac cycle, muscles are rested
between beats, leading to breathe aerobically. There are two
phases: phase 1: Systole is the expression for the contraction.
This happens when the ventricles are in the contracting stage,
causing the pumping of blood into the heart vessels with clo-
sure of the A-V valves and opening of the semilunar valves.
Phase 2: Diastole is the expression for the relaxation. This
happens when the ventricles are in a relaxing stage, causing
the back-blood pressure to close the semilunar valves and
open the A-V valves [18].

Any morphological changes or disorder of the heart rate
can be indicative of cardiac arrhythmia which can be recorded
and analyzed on ECG. The depolarization and repolarization
of the sodium and potassium ions in the blood leads to the
electrical wave. ECG can be used to gather information about
the human heart such as heart position and chamber size, heart
rate and rhythm, conduction disturbances, location and extent
of ischemia, electrolyte disturbances, and effects of drugs
on the heart as well as origin of impulses and propagation
of impulses through the heart. ECG is digitally recorded for
automatic processing and diagnosis. The goal of this paper
is to detect HFD in early stages using ECG only and to
see if HFD or other heart disorders are contented for each
investigated interval.

A standard ECG is composed of 12 leads, a pair of elec-
trodes that are placed on the body in certain positions and
connected to an ECG recorder. The ECG is made of P wave,
QRS complex and T wave with useful information contained

in the amplitude and duration of the P-QRS-Twave in regards
to the nature of the heart disease as shown in Fig.1 [19].
The P wave represents the depolarization and contraction
of both right and left atria with low amplitude level voltage
signal. P wave before a QRS signal represents normal sinus
rhythm. Normal P wave is about 2-3 mv high in amplitude
and is 0.06-0.12 seconds in duration. Absence of a P wave
is suggestive of cardiac rhythm abnormality such as Atrial
Fibrillation. P wave analysis may be difficult due to artifact
on ECG. The QRS complex may vary in size based on
gender and age. It is the largest voltage deflection at about
10-20 mV at an amplitude of 5-30 mv high with a duration
of 0.06-0.10 seconds. The QRS complex is the time when
the ventricles depolarize giving information about ventricular
conduction issues such as bundle branch block. The T wave
is repolarization of the ventricles. T wave abnormalities may
represent ischemia or electrolyte abnormalities. The T wave
is 0.5 mv in amplitude and duration of 0.1-0.25 seconds.

III. ELECTROCARDIOGRAM SIGNAL SEGMENTATION
USING INFORMATION-THEORETIC
A. PROBLEM ILLUSTRATION
In this paper, ECG signal is segmented into five sections
(P, Q, R, S, and T waves) based on time interval and peak
value for each wave. It is also assumed that the three regions
(P-QRS-T) are different in that they take changed probability
amplitude functions for each positive amplitude and negative
amplitude of the ECG waveform and that the time intervals
borderline of the P-QRS-T waves inside the three segment
areas are distributed and divided in an identical way. In this
work, the detected ECG signal peak-values are presented as
a spatial-random process G(p) with time intervals index as
presented in Fig.1.

FIGURE 1. ECG waveform.

To differentiate between normal and abnormal ECG signal
one should get the ECG amplitude for each part (P, Q, R,
S, and T). In this technique, the ECG signal has been disin-
tegrated/decomposed using the Discrete Wavelet Transform
(DWT). The decomposition level for the DWT was selected
so that the approximation coefficients of ISVM algorithm at
this level corresponded to the time interval in ECG signal was
located. To completely cancel the deviation from the baseline,
the filtered ECG was then reconstructed by synthesizing the
modified coefficients. The proposed technique G(p) used
with time intervals index to solve negative peaks (negative-
amplitude) problems, the ECG is divided into sets of parts
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each part has a specific amplitude according to time interval
for each part (P, Q, R, S, and T).

Assume that F(p) is the significant peak value of the ECG
at the time interval p taken from the time interval d1 if p ∈ A1,
and from d2 if p ∈ A2, F(q) is the significant peak value of
the ECG at the time interval q, taken from the time interval
d1 if p ∈ A1, and from d2 if q ∈ A2, F(r) is the significant
peak value of the ECG at the time interval r , taken from the
time interval d1 if p ∈ A1, and from d2 if q ∈ A1, F(s)
is the significant peak value of the ECG waveform at the
time interval s, taken from the time interval d1 if p ∈ A1,
and from d2 if p ∈ A2, and F(t) is the significant peak
value of the ECG waveform at the time interval t , taken from
the time interval d1 if p ∈ A1, and from d2 if p ∈ A2
where A1 and A2, symbolise the two unidentified areas of the
ECG signal, and p1 and p2 are unidentified correlating time
intervals along ECG waveform. The correlating probability
peak-values are unidentified, and the shape of these time
intervals are not limited. So, the P, Q, R, S, and T peak-values
of ECG waveform are defined as:

F(X )=
∑xn

x=1
Fp(x)−Fq(x)+Fr (x)−Fs(x)+Ft (x) (1)

where Fp(x) =
∫ x2
x1 pdx, Fq(x) =

∫ x3
x2 qdx, Fr (x) =

∫ x4
x3 rdx,

Fs(x) =
∫ x5
x4 sdx and Fx(x) =

∫ x6
x5 tdx.

In this paper, the dual quadratic programming problem
(QPP) is used to differentiate between each time interval
of ECG signal according to peak values of P, Q, R, S,
and T waves. The QPP is defined as a problem to opti-
mize a quadradic objective function under given linear con-
straints [20]. QPP is to determine a vector x̄ = (x1, . . . , xn)T

that solves the problem: min f (x) subject to gi(x) ≤ 0, i =
1, . . . ,m and hj(x) = 0, j = 1, . . . , l, x ∈ Rn, where x is
a vector of design variables, f (x) : Rn → R is called the
objective function. The dual problem of QPP is formatted by
using the Lagrange dual function of the quadratic objective
function which is φ : Rn×Rp × Rl → R defined by:

φ (x, µ, λ) = f (x)+
∑p

i=1 µigi(x)+
∑l

j=1 λjhj(x) = f (x)+
µtg(x)+λth(x). So, the Lagrange dual function θ : Rp×Rl →
R is defined as:

θ (µ, λ) = inf
x∈Rn

φ (x, µ, λ)

= inf
x∈Rn

(f (x)+ µtg(x)+ λth(x)). (2)

where µi&λj are called dual variables. µi is nonnegative and
associated with inequality constraints gi(x) ≤ 0 and λj is
unrestricted in sign and associated with equalities constraints
hj(x) = 0. The form of dual problem to problem (1) is defined
as follow:

max θ (µ, λ)

subject to µ ≥ 0 (3)

where (µ, λ) inf
{
f (x)+

∑m
i=1 µigi(x)

+
∑l

j=1 λjhj(x)

∣∣∣∣x ∈ Rn}.

The optimal solutions set (Oss) of the dual problem are
defined as:

Oss = {µ̄ ≥ 0, λ̄|θ
(
µ̄, λ̄

)
= max

µ≥0
θ (µ, λ) (4)

B. ECG SIGNAL PRE-PROCESSING USING
NONPARAMETRIC ALGORITHM
In this paper, the nonparametric algorithm distributes
the ECG waveform into unknown areas with different
time intervals. It divides ECG waveform into n-regions
(D1,D2, . . . ,Dn denote the real unknown areas) with each
area having an unknown time interval x1, x2, . . . , xn respec-
tively. The peak values of ECG signal at P, Q, R, S,
and T waveforms, denoted by y, is drawn from the Xi if
P,Q,R, S and T ∈ Di. The peak values in the ECG wave-
form within each area are correlated with the probability
time interval which are not already known. The curve esti-
mation of the ECG waveform segmentation moves a set of
curves

{
ES1, ES2, . . . , ESm

}
(equivalently, a level-set functions

{q1, . . . , qm}) to divide the ECG domain. Each curve Si
divides the domain of the ECG into seven areas: the P, Q,
R, S, and T waves and the area inside and outside of the
curve [21], [22]. The ECG domain for each cycle is divided
into 2m areas which are represented by the signs of the set
of level functions in that region. The peak values of ECG
signal submitted as redundant zones procedure Y (y) with
time interval index is a collection of multiple peak different
elements as shown in Fig.2.

FIGURE 2. The ECG waveform is divided into S1, . . . , Sn with Time
interval T1, . . . , Tn.

The n-area ECG time intervals are used in the curve devel-
opment approach to draw a curve ES touching the boundary
betweenDi andDj, the internal area of the curveD+ intersects
at Di and the external area intersects at Dj, as shown in Fig.3.
ES is function of t , time component that can be ignored,
ES = ES(t). This splitting of the ECG waveform produces a
binary label LES (y) : D → {L+,L−}, which is a component
of the ECG waveform D to a set of two labels {L+,L−}.
LES (x) = L+ if x ∈ Di and LES (x) = L− if x ∈ Dj.

Given the areas divided by the curves S
{
ESi
}m
i=1

, one-can

denote every peak in the ECGwaveform by x label LS (x). Let
a label LS : D→

{
Ls(i+),Ls(i−)

}
.

LS (x) = Ls(i+) if y ∈ Ds(i+), 1 ≤ i ≤ 2m−1 (5)

LS (x) = Ls(i−) if y ∈ Ds(i−), 2m−1 + 1 ≤ i ≤ 2m (6)
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FIGURE 3. The basic determination of the curve
(

EC
)

.

where s (i+) is the ith element in the set-level {L++···+, . . . ,
L+−···−} and s (i−) is the ith element in the set-level
{L−+···+, . . . ,L−−···−}.
A peak x inD is randomly selected such that x is a regularly

distributed random position in the ECG domain and the label
LES (x) is a random variable that depends on the curve ES
[21], [23]. The values Ls(i+) and Ls(i−) are taken with prob-
ability

∣∣Ds(i+)∣∣ / |D| and ∣∣Ds(i−)∣∣ / |D|, respectively where∣∣Ds(i+)∣∣ denotes the area of the sectionDs(i+). Furthermore,
the peak-value y is a random variable that depends on the true
sections Di, and has the following time interval [24]–[26]:

Qy (v) =
n∑
i=1

Pr (x ∈ Di)QY (y)|y∈Di (v) =
n∑
i=1

|Di|
|D|

Qi (v) (7)

where v is an argument for the time intervals and PY (y) is a
combination ofQi due to the randomness of the peak position
x. The improbability of peak l position being in Di and the
improbability of the most-significant amplitude given the
peak position. The label LES (x) includes some information
about the former improbability, namely x, being in Di or Dj.
Subsequently, the more precise the label LES (x) can deter-

mine if x ∈ Di, the less improbability D(x) has more details
about Y (y) then the label will have. Use of the mutual data
d
(
Y (y) : LES (x)

)
as a criterion of segmentation [21], [23]. The

mutual data is:

d
(
Y (y) : LES (x)

)
= k (Y (y))− k

(
Y (y)|LES (x)

)
= k (Y (y))−

2m∑
i=1

Pr
(
LES (x)=Ls(i+)

)
k
(
Y (y)|LES (x)=Ls(i+)

)
−

2m∑
i=2m−1+1

Pr
(
LES (x) = Ls(i−)

)
k
(
Y (y)|LES (x) = Ls(i−)

)
where k(W ) is the differential entropy of a random
variable W with support s is defined by k (W ) =

−
∫
s QW (v) logQW (v)dv [27], [28]. The three entropies in

equation (6) are functions of QY (y),QY (y)|LES (x)=Ls(i+) and
QF(Y )|LES (Y )=Ls(i−) respectively. The two restricted distribu-
tions are given as follows:

QY (y)|LES (x)=Ls(i+) (v)

=

n∑
i=1

Pr
(
x ∈ Di|LES (x) = Ls(i+)

)
QY (y)|x∈Di,LES (x)=Ls(i+)

(v)

=

∑n

i=1

∣∣Ds(i+) ∩ Di∣∣∣∣Ds(i+)∣∣ Qi (v) (8)

QY (y)|LES (x)=Ls(i−) (v)

=

n∑
i=1

Pr
(
x ∈ Di|LES (x) = Ls(i−)

)
QY (y)|x∈Di,LES (x)=Ls(i−)

(v)

=

∑n

i=1

∣∣Ds(i−) ∩ Di∣∣∣∣Ds(i−)∣∣ Qi (v) (9)

Each dependent entropymeasures the heterogeneity degree
in each zone/time interval determined by the curve ES. The
more identical the segmented areas, the higher the mutual
peaks and the uncertain entropies, which is an appropri-
ate property for segmentation [27], [29]. The shared peak
is maximized if and only if it is the true segmentation,
if, Ds(i+) = Di,Ds(i−) = Dj (or, equivalently Ds(i−) =
Di,Ds(i+) = Dj).
Practically, one is unable to calculate the mutual data

d
(
Y (y) : LES (x)

)
because the previous calculations involve

the sections Di and Dj, and peak-time intervals Qi and Qj
which were unidentified to us [21], [25], [26]. In energy
functionality, mutual data should be weighted by the peak and
time interval ECG domain to represent the over-all mutual
information among the ECG waves for each peak value and
time interval since d

(
Y (y);LES (x)

)
matches to the contribu-

tion of a one peak to the overall information. The resultant
energy is given by

E
(
ES
)
= − |D| d̂

(
Y (y);LES (x)

)
+ a

∮
ES
ds (10)

where
∮
ES ds is the total curve length and a is a scalar factor.

This section includes the derivation of the curve estima-
tion formula to minimize the energy function. First, how
to approximate the conditional entropy conditions using the
nonparametric estimations technique [30]. Reference [31] is
presented. Second, how to determine gradient flow forE

(
ES
)
.

The equation (8) is used to compute the differential
entropies. Subsequently k̂(D(x)) in equation (8) is indepen-
dent of the length of the curve, Thus:

k̂
(
Y (y)|LES (x) = Ls(i+)

)
=−

1∣∣Ds(i+)∣∣
∫
Ds(i+)

log Q̂s(i+) (Y (y)) dy

=−
1∣∣Ds(i+)∣∣

∫
Ds(i+)

log

(
1∣∣Ds(i+)∣∣

∫
Ds(i+)

V (Y (y)−Y (ŷ))dŷ

)
(11)

It is found that k
(
F (Y )|LES (x) = Ls(i+)

)
contains the pre-

dictable value of the approach of Qs(i+) , QF(Y )|LES (x)=Ls(i+) ,
and utilize the kernel

V (v) =
(
1
/
√
2πb2

)
e
−v2/

2b2 (12)

where b is a scalar factor. Correspondingly, Thus,

k̂
(
Y (y)|LES (x) = Ls(i−)

)
= −

1∣∣Ds(i−)∣∣
∫
Ds(i−)

log Q̂s(i+) (Y (y)) dy
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= −
1∣∣Ds(i−)∣∣

∫
Ds(i−)−

× log

(
1∣∣Ds(i−)∣∣

∫
Ds(i−)

V (Y (y)− Y (ŷ))dŷ

)
dy (13)

Consequently, equations (12) and (14) have nested area
integrals. It is assumed that an over-all nested section integral
of the form

E
(
ES (t)

)
=

∫
D
f (ε (y, t)) dQ (14)

where ε (y, t) =
∫
D
g(y, ŷ)dŷ and g independent on ES

[18], [20], D is the range within the curve ES. So, the integral
of the area decreases further rapidly and known by

∂ ES
∂t
= −

[
f
(
ε
(
ES
))
+

∫
N
f ′ (ε (y)) g(y, ES)dy

]
En (15)

where En is the unit vector outwardly. Not that the f (ε (y, t))
in equation (14) depends on the curve length ES.
The nonparametric assessments of the shared data in the

form of nested area, as in equations (12) and (14), it is easy
to approximate the overall gradient flow for E

(
ES
)
(energy

functional) of equation (11). The energy functionalE
(
ES
)
can

be written as:(
ES
)
= − |D| k̂ (Y (y))+ E−

(
ES
)
+ E+

(
ES
)
+ a

∮
ES
ds (16)

where the components E−
(
ES
)
=

2m∑
i=2m−1+1

Es(i−)
(
ES
)
;

E+
(
ES
)
=

2m−1∑
i=1

Es(i+)
(
ES
)
are given by

Es(i+)
(
ES
)

= |D|Pr
(
LES (x)= Ls(i+)

)
k
(
Y (y)|LES (y) = Ls(i+)

)
= −

∫
Ds(i+)

log

 1∣∣Ds(i+)∣∣
∫

Ds(i+)

V
(
Y (y)− Y (ŷ)

)
dŷ

 dy

(17)

Since in 1/
∣∣Ds(i+)∣∣ depends on the curve, E+ are seg-

mented into two integrals. The gradient flow for E+ is com-
puted as:

Es(i+) = E1
s(i+) + E

2
s(i+) (18)

where

E1
s(i+) = −

∫
Ds(i+)

log
∣∣Ds(i+)∣∣ dy = − ∣∣Ds(i+)∣∣ log ∣∣Ds(i+)∣∣

and

E2
s(i+) =

∫
Ds(i+)

log

 ∫
Ds(i+)

V
(
Y (y)− Y (ES)

)
dŷ

 dy.

The gradient flow for E2
s(i+) is ∇ESE

2
s(i+), given by:

∇ESE
1
s(i+) = −∇ES

∣∣Ds(i+)∣∣ log ∣∣Ds(i+)∣∣−∇ES ∣∣Ds(i+)∣∣
=
(
1+ log

∣∣Ds(i+)∣∣) En (19)

∇ESE
1
+ =

2m−1∑
i=1

(
1+ log

∣∣Ds(i+)∣∣) En.
∇ESE+ = ∇ESE

1
+ +∇ESE

2
+ (20)

where

∇ESE+ =
∑2m−1

i=1

[
−1+ logQs(i+)

(
Y
(
ES
))

+
1∣∣Ds(i+)∣∣

∫
Ds(i+)

V
(
Y (y)− Y

(
ES
))

Q̂s(i+) (Y (y))
dy

 En
∇ESE− =

∑2m

i=2m−1+1

[
1− logQs(i−)

(
Y (ES)

)
−

1∣∣Ds(i−)∣∣
∫
Ds(i−)

V (Y (y)− Y (ES))

Q̂s(i−)(Y (y))
dy

]
En.

Then the gradient flow for E
(
ES
)
of (18) is obtainable as

follows:

∂ ES
∂t
=

2m−1∑
i=1

[
logQs(i+)

(
Y (ES)

)
+

1∣∣Ds(i+)∣∣
∫
Ds(i+)

V (Y (y)− Y (ES))

Q̂s(i+)Y (y))
dy

]
En

−

2m∑
i=2m−1+1

[
logQs(i−)

(
F(ES)

)

+
1∣∣Ds(i−)∣∣

∫
Ds(i−)

V (Y (y)− Y (ES))

Q̂s(i−)(Y (y))
dy

]
En− akEn (21)

where −akEn is the gradient flow for the length of the curve
and k is the curve curvature [21], [23], [26].

The calculations take at each iteration O((nQmberof
peaks)2). The calculation of the first term calculation along
the curvature takes O (N (|D+| + |D−|)) time, where N is
the number of peaks on the curve (the narrow-band size).
While the second term evaluations calculate and store
Q̂+ (Y (y))∀x ∈ D+. The time of this evaluations takes
O(|D+|2) and integrated with the stored values of Q̂+(Y (y)).
This integral calculation along the curve takes O

(
|D+|2

)
time [21], [26] so it takes O (d |D+|) time to calculate the
integration at all points of the curve. Thus, the difficulty
of a direct calculation of the gradient flow is of all peaks
O(N (|D+| + |D−|) + |D+|2 + |D−|2 + N (|D+| + |D−|) at
every step.
To compute time interval of ECG waveform according to

peak-values by Gauss transformation in the form Q (y) =
(1/M )

∑M
i=1 V (y− yi) at N different peaks in O (c(N +M ))

time instead of O (NM) time to decrease computational
complexity, where M peaks information, c is the number
of accuracy which produces the required precision of the
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approach (9), (11). c is considered less than 10 in most cases.
Using a randomly selected subset of D+ is sufficient, rather
than using the total peak-amplitudes in D+ to evaluate Q̂+.
So, choosing M peaks from D+ to estimate Q̂+ and select
another M peaks from D−, the computational procedure is
O(c(N +M +M + c (M +M)+ c (N +M)+ c (M +M)+
c (N +M) by using the fast Gauss transform in every
iteration.

The time of integration calculation of the second and the
third part in the equation (18), (20) is O (c(N +M )) time
by the fast Gauss transform. Due to the size of the narrow
band, N will be chosen as a linear function of N . If the
length of the curve expression is replaced as in the active
geodesic peak-borders, the estimation equation (18) will be
div ((g(y, y)∇Q/ |∇Q|) |∇Q| substituted from the curvature
of the curve flow, where q is the suitable set of level func-
tion [32]. The first part of the gradient flow in the equation
(18) is a log-LA which compares the conventions that the
peak-values of the observed ECG-waveform Y (ES) at a given
peak on the active border belongs to the back-ground area
D− or the foreground area D+ based upon the present evalu-
ations of the distributionsQ+ andQ−. By using log-LA term,
the peak on the contour is integrated to either the region or the
zone such that the updated areas are identical.

IV. THE IDENTIFICATION HYBRID APPROACH
This paper focuses on the identification of the main common
type of heart disease from ECG waveform. A new technique
is introduced to identify the HFD from the patient’s ECG
with a more accurate diagnosis than the current methods. The
introduced algorithm is applied to ECG to detect HFD using
ISVM based on DO. In this method, m level-set functions
are used to segment up to 2m± peak-values according to
their time intervals and the equation of the resulting evolution
curve is proving to be an actual generalization of the dual-
SVM sensitivity area competition as shown in Fig 4.

A. THE DUALITY OF SUPPORT VECTOR MACHINE
The five-sections ECG waveform identification problem to a
n-area technique is presented, where S1, . . . , Sn represent the
real unidentified peak-values for each P, Q, R, S, and T in the
ECGwaveform, represented by a yif (xi) is acquired from the
time interval index x1, . . . , xn. As known the SVM is defined
as min ‖f (x)‖2k +

∑l
i=1 ciεi Subject to

yif (xi) ≥ 1− εi, i = 1, . . . , l ∀εi ≥ 0 (22)

The Lagrange dual function of problem (23) is the function
φ : Rn×Rp × Rl → R defined by [30]:
φ (x, µ, λ) = ‖f (x)‖2k +

∑l
i=1 ciεi −

∑l
i=1 µi (yif (xi)

−1+ εi)−
∑l

i=1 aiεi = ‖f (x)‖
2
k +

∑l
i=1 (ci − ai − µi) εi−∑l

i=1 µi (yif (xi)− 1).
The Lagrange dual function θ : Rp × Rl → R as:

θ (µ, λ) = φ (x, µ, λ)

=
(
f (x)+ µt ((yf (x)− 1+ ε))+ atε

)
(23)

FIGURE 4. Algorithm of ISVM based on DO method.

where µ&a are called dual variables. µ is associated with the
inequality constraints yif (xi) ≥ 1 − εi and is nonnegative
while a is associated with the inequality constraint εi and is
nonnegative.

max θ (µ, λ)

Subject to µ, a ≥ 0 (24)

In the duality technique, there are two theorems: the first
one is weak duality (WD) theorem and the second one is
strong duality (SD) theorem. In WD theorem, let x be a
feasible solution to problem (23) that is x ∈ X , g(x) ≤
0, h(x) = 0. Also (µ, λ) be a feasible solution to problem
(18) with µ ≥ 0, then

θ (µ, λ) ≤ ‖f (x)‖2k +
∑l

i=1
ciεi (25)

In this case, we assume that the optimum objective function
values of the original and dual problem are equal according
to constraints qualification and convexity assumptions.

In SD theorem, let X be a nonempty convex set in Rn. Let
f : Rn → R, g : Rn → Rm, and h : Rn → Rl be affine.
Suppose that the following constraint qualification holds true
[33], [34]. There exist x̄ ∈ X such that g (x̄) < 0, h (x̄) = 0,
and 0 ∈ int h(X ), where h(X ) = {h(x)|x ∈ X}.

inf {f (x)|x ∈ X , g(x) ≤ 0, h(x) = 0}

= sup {θ (µ, λ)|µ ≥ 0} (26)

Furthermore, if inf {f (x)|x ∈ X , g(x) ≤ 0, h(x) = 0} is
finite then sup {θ (µ, λ)|µ ≥ 0} is achieved at (µ̄, λ̄) with
µ̄ ≥ 0. If inf is achieved at x̄ thenµ̄tg (x̄) = 0.
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B. THE DUALITY TECHNIQUE OPTIMIZATION
The primal problem (23) defines two Lagrange functions
known as the lower Lagrange function φ∗ (x, µ, λ) =
f (x) + µtG(x) + λtH (x) and the upper Lagrange function
φ∗ (x, µ, λ) = f (x) + µtg(x) + λth(x). A solution

(
x̄, µ̄, λ̄

)
is called a saddle point of Lagrange function if x̄ ∈ X , µ̄ ≥ 0
and

φ (x̄, µ, λ) ≤ φ
(
x̄, µ̄, λ̄

)
≤ φ

(
x, µ̄, λ̄

)
(27)

For all x ∈ X and all (µ, λ) with µ ≥ 0.
Therefore, x̄ minimizes φ over X when (µ, λ) is fixed

at(µ̄, λ̄), and that (µ̄, λ̄) maximizes φ over all(µ, λ) with
µ̄ ≥ 0 when x is fixed at x̄.

Now, to find Saddle point optimality and absence of a dual-
ity gap for the upper Lagrange function (ULF), we assume
that a solution is

(
x̄, µ̄, λ̄

)
with x̄ ∈ X∗ and µ̄ ≥ 0 for the ULF

φ (x, µ, λ) = f (x)+µtg(x)+λth(x). If and only if
(
µ̄, λ̄

)
=

φ
(
x̄, µ̄, λ̄

)
= min{φ

(
x, µ̄, λ̄

)
|x ∈ Xg (x̄) ≤ 0, h (x̄) = 0,

µ̄tg (x̄) = 0. Moreover,
(
x̄, µ̄, λ̄

)
it is a saddle point if and

only if x̄ and (µ̄, λ̄) are respectively optimal solutions to the
primal problem (23) on the lower approximation set and the
upper approximation dual problem (25) with no duality gap
that is with f (x̄) = θ

(
µ̄, λ̄

)
[30], [35].

Now one can calculate the relationship between the sad-
dle point criteria and Karush-Kuhn- Tucker (KKT) condi-
tions as follows. It is assumed the item X is a set (X =
{x ∈ X |g(x) ≤ 0, h(x) = 0}) and consider problem (23) to
minimize f (x) subject to x ∈ X . Suppose that x̄ ∈ X satisfies
the KKT conditions, that is, there exist µ̄ ≥ 0 and λ̄ such that

∇f (x̄)+∇g (x̄)t µ̄+∇h (x̄)t λ̄ = 0

µ̄tg(x) = 0 (28)

The proposed approach assumes that f and gi for i ∈ I are
convex at x̄, where I = {i|gi (x̄) = 0}. Further, suppose that
if λ̄i 6= 0, then hi is affine. Then

(
x̄, µ̄, λ̄

)
is a saddle point

for upper Lagrange function φ (x, µ, λ) = f (x) + µtg(x) +
λth(x). Conversely, suppose that

(
x̄, µ̄, λ̄

)
with x̄ ∈ int X

and µ̄ ≥ 0 is a saddle point solution. Then x̄ is a feasible
to problem (23), and furthermore,

(
x̄, µ̄, λ̄

)
satisfies the KKT

conditions specified by [34].
To calculate the standard deviation and mean value of

the proposed approach, let p, p2, . . . , ps a set of discrete
random variables were the average of the random variable p
describes where the most significant peak in ECG signal is
centered (36):

µ =
p1 + p2 + · · · + pN

s
=

1
s

∑s

i=1
pi (29)

Since the proposed algorithm is applied to five groups,
each group contains 35 recordings of ECG signals generated
from 1200 different subjects taken from real patient’s data
with HFD taken from PhysioNet database [37]. Therefore,
one mean is calculated as:

µx =
∑s

i=1
pifi (p) (30)

where S is the number of peaks that belong to time interval.
Now the variance can be used to represent an important
measure of variability of the variable in the segmented peak
as follow:

σ 2
x =

∑S

i=1

(
p− µp

)2 fi (p) (31)

V. HFD IDENTIFICATION PERFORMANCE
To assess the performance studied and tested ECG signal
identification techniques, the comparison is calculated as a
reference using the following parameters between the identi-
fied ECG signal obtained from all the methods studied and
the segmented ECG signal occasioned from the proposed
method.

A. ECG DICE SIMILARITY COEFFICIENT (DC)
The ECG waveform is made up of numerous peaks like any
other digital signal. The chief task is to determine which
peaks signify HFD. The Dice similarity coefficient provides a
mathematical solution for this difference. Fig. 2 presents five
areas of the ECG waveform of the same construction D and
X , where D is the real unknown amplitude (d1, d2, . . . , dn)
inside C1 and X is the unknown time interval (x1, x2, . . . , xn)
inside C2. In this illustration, the five-peaks of interest have
different circular shapes, time intervals and locations. When
D and X are the reference mask area that the space between
the two peaks as the integration mask area section of the
ECG signal manually the segment of the ECG waveform is
indicated by a result of an algorithm, DC is measured as
follows:

DC =
2 (D ∩ X)
D+ X

(32)

It is an association between the two neighbor peaks of over-
lap of the two time intervals or positions which is dispersed
into two areas D and X. So, 0 ≤ DC ≤ 1, where 1 is the full
consent and 0 does not mean overlap at all.

B. QUALITY OF PEAK SEGMENTATION USING PSNR
Peak signal-to-noise ratio (PSNR) is a measure metric of
the efficiency of ECG signal segmentation. The PSNRis an
expression for the relationship between the maximum prob-
able value of an ECG signal and the power of distorting
noise that affects the quality of its representation. Because
ECG waveforms have very wide dynamic range on the time
frequency plane, the PSNR is usually expressed in terms of
the logarithmic decibel scale.

PSNR = 10 log

(
(MU)2

MSE(D,X)

)
(33)

whereMSE (D,X) = 1
m

∑m
i=1

(
Ui − Ūi

)2,Ui is the vector of
± peak-value of the P, Q, R, S, and T waves being detected
with Ūi is a vector of m time intervals on all peaks generated
randomly.MU is themost significant peak-value for each part
of the ECG signal domain.
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C. HAUSSDORFF DISTANCE
The distance between the two dual-peaks of a metric space
will be measured using the Haussdorff (HD) metric. The
distance HD is the minimum distance from any peak on the
other side of a segment. This means that part of the amplitude
of one of the desired peaks of each P, Q, R, S, and T in the
ECG waveform defines the lowermost distance on the other
side of the wanted peak and the greater most distance HD of
these values.

HD = max

{
sup
u∈D

inf
y∈X

L (u, y) , sup
y∈X

inf
u∈D

L (u, y)

}
(34)

where L (u, y) = |u− y|.

VI. EXPERIMENTAL RESULTS
In this paper, the presented technique was applied to many
different datasets to show its ability to detect HFD using
ECG signal. The presented results were obtained by using an
improved support vector machine algorithm on five groups
of real data taken from Physio-Bank. The data base was
generated from 1200 different ECG signals taken from differ-
ent patients with different types of heart diseases especially
heart failure disease. The ECG database contains 38 record-
ings with heart failure disease with each record having a
duration of 30 minutes [37]. This HFD database contains
greater than 89,000 pulses that are categorized independently
with one of five possible categories. In all illustrations,
the regularization constraint in the equations (4) and/or (22)
and/or (29) was instinctively chosen based on a qualitative
manuscript assessment of segmented ECG signals. In situ-
ations where earlier records are attainable about heart fail-
ure disease in patient’s ECG waveform, it may be adept to
acquire an appropriate regularized distribution according to
the classified features of HFD (Peak’s and time interval’s)
combined through the signal/noise ratio (SNR) of the seg-
mented ECG-peak. To demonstrate the proposed technique,
the ISVM-DO algorithm is applied to many ECG signals
used before in several preceding papers. Fig. 5 presents the
ECG signal with P, Q, R, S, and T peaks for any patient
with HFD. Fig.5 (a) presents the normal ECG signal. In a
normal ECG waveform, the heart rate at a constant sinus
rhythm between 60 and 100 beats/minute. It is found that all
significant peak-values and time intervals of this record fall
within the normal range. In this signal, the p-wave is mostly
smooth with duration equal to 0.11 sec, the duration of PR-
wave is 0.16 sec, the QRS complex has duration 0.10 sec,
and the peak-peak value equal to 2.51mVwith the duration of
QT-wave is 0.40 sec. Fig.5 (b) presents the sample of patient’s
ECGwaveform with heart failure disease. Fig.5 (c) illustrates
the patient’s ECG waveform (noisy) without pre-processing.
The main purpose of the pre-processing step is to increase
the SNR of the patient’s ECGwaveform to highlight the QRS
complex, P, R, and Twaves by suppressing the interference of
power lines and high-frequency noise from the patient’s ECG
waveform. Fig.5 (d) presents the patient’s ECG waveform
after noise reduction to be clear. Fig.6 (a) presents the ECG

FIGURE 5. ECG signal with P, Q, R, S, and T peaks of any person.

FIGURE 6. The first stage results of the ISVM-DO on the ECG signal.

signal taken from a sick person with a heart rate equal to
115 beats/minute. The duration of p-wave is 0.17 se, PR-wave
is 0.24 sec, and the QRS complex has a duration 0.19 sec
and the peak-peak value equal to 3.15mV. Fig.6 (b) shows
the patient’s ECG signal after the first stage of ECG pre-
processing. This signal contains P, Q, R, S and T waves with
different time intervals. The peak value for each part in the
ECG waveform is a single peak with a specific duration.
It was found that all peaks have comparable variance and
mean, so even for a cardiologist, it is challenging to detect
the HFD from this waveform. So as to improve the processed
ECG waveform, we have used the low pass filter (LPF) and
high pass filter (HPF) in pre-processing step as shown in
Fig.6 (c) and (e). Fig.6 (f) shows the results constructed by
the proposed algorithm for the final pre-processing stage
where the ECG-peak in the processed waveform is detected.
To evaluate the log-based in equation (12) and present the
significance of using it from the use of the three terms in the
equation (22), the amplitudes acquired during the process of
curve evaluation were collected and introduced histograms
of them in Fig. 7, to show the significance in the estimation
process. Fig. 7(a) shows the histograms acquired by using
the first term of equation (22) of the ECG amplitudes. It is
recognized that the values of the first terms are frequently
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FIGURE 7. Histogram outcomes of the proposed algorithm terms for the
peaks in a ECG waveform.

close to two and within a range between −1.0 and 2.7.
Fig.7 (b) shows the results done by the second and third terms
in equation (22). It is found that both terms have a limited
value and their differences have a limited range between
−3.0 and 3.0. Finally, Fig.7 (c) shows the results of log-
based in equation (22). One can identify that mainly the first
terms of equation (22) have greater magnitude compared to
the second and third terms in equation (12) and their differ-
ence. Therefore, it is used as the leading provider to the peak
estimation.

This section illustrates how to detect the HFD in ECG
signals according to peak-peak amplitudes and time intervals
as one zone in model construction using improved support
vector machine (ISVM) based on duality optimization (DO)
technique. In this algorithm, HFD has been detected in
ECG waveforms by identifying the hyper-optimal plane that
divides HFD-datasets to maximize the margin between them.
It is found that, all vectors that are close to the hyperplane are
the support vectors.

The easiest method to boundary two categories (HFDorNo
heart failure disease (NHFD)) is with two circles having
N-dimensional hyperplane as shown in Fig. 8 (a). Therefore,
the final decision should be restricted as much as achievable
in relation to the ECG database of the two classifications
as shown in Fig. 8 (b). To get the final decision as two
categories (HFD or NHFD), the ISVM based on DO is used
to represent the ECG database to another space in which
a hyperplane can be used to perform the separation. In the
proposed technique, a class of points are generated in the
circle of the two-dimensional unit and another class of points
are generated in the second circle with the radius (r = 2)
as shown in Fig. 8 (c). An improved support vector machine
(ISVM) classifier is generated based on duality optimization
(DO) technique to perform an exact classification, which
means that no learning point is incorrect. Thismethod can dis-
tinguish different peak-peak values correlated to time interval
in ECG signals with several amplitudes and durations of the
P-QRS-T waves. Fig. 8 (d) shows the final results of HFD

FIGURE 8. The classification results of the ISVM-DO on the ECG signal.

classification using ISVM-DO. In this method, the gradient
flow is used to identify± peak-value and time interval border-
line according to their location in ECG signal and the position
both inside and outside. A low frequency filter with DPF is
used to remove a noise from ECG signals for the final multi-
scale procedure, which assures these ECG signal improve-
ments. Thus, the Gaussian conditional field is constructed to
acquire the net ECG signal under the noisy input. Finally,
the segmented ECG signal containing P, Q, R, S, and T
waves is acquired. The identification results were categorized
into three types of classification: region (+1) with HFD,
region (0) without HFD and region (−1) with other heart
disease. The ISVM-DO rejects any unspecified peak and has
higher complete identification, which makes it the preferred
algorithm for this task of identifying the HFD from ECG
recordings. The ISVM’s success is because of the ability of
the classifier to build an optimum and decide complicated
decision boundary for the learning ECG database. Due to
that the ECG database cannot be classified non-linearly, it
is the most complex problem in this type of datasets. So the
most current classificationmethods cannot solve this problem
completely, but the proposed algorithm can do by invoking
the pre-processing stage repeatedly based on duality opti-
mization and comparing the processing results with the last
decision taken before the moments when the classifier was
unable tomake a dependable decision. In Fig. 8 (d) the nearest
peak points in the reduced convex shape are represented by a
circle. The ISVM-DO formulation supposes that the optimal
hyperplane sprats the two parallel margin planes according
to duality optimization method. In a sense, the hyperplane
goes to the class where it is more reliable. This characteristic
was also observed in the proposed ISVM-DO formulations
to detect peak-peak values correlated to their time intervals
in ECG signal based, which differ from all current methods
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FIGURE 9. The final results of the ISVM-DO on the ECG signal.

such as SVM toolset based on LIBSVM, SVM based on
RBF, SVM based on SMO and OLS, and ANN based on
LVQ and MLP formulations. It uses duality optimization
according to different threshold margins for each peak-class
instead of one variable for each. Therefore, the peak-value
and time interval changes in ECG signal can be identified
as splitting and merging and singularities on the curve such
as sharp corners. Fig. 9 shows the ECG signal taken from
a sick person with the heart rate equal to 108 beats/minute,
the duration of p-wave is 0.18 sec, PR-wave is 0.26 sec,
the QRS complex has duration 0.19 sec and the peak-peak
value equal to 3.18mV. Patients with HFD have an irregular
heartbeat. Fig.9 (a) shows the patient’s ECG signal with a
large range of abnormalities and other clinical pathological
entities. Fig.9 (b) shows the patient’s ECG signal after the
first stage of ECG pre-processing. This signal indicates that
the amplitude of P, Q, R, S and T waves with different time
intervals attended with noise such as Gaussian white noise
etc. To improve the patient’s ECG signal, the band pass filter
(BPF) that was used as a low pass filter (LPF) in the first
stage of pre-processing step and then a high pass filter (HPF)
was used in the second stage as shown in Fig.9 (c) and (e).

The pre-processing stage requires a high speed of filtration
process to identify location of poles. In this stage, the BPF
used has the frequency band of approximately 10 to 18 Hz.
Fig.9 (d) and (f) show the intermediate result of ECG-peaks
detection. Integration of the ECG signal is done and it has
been through the differential entropy of a random variable
with support vector machine according to the BPF time
interval. So, the correlating probability of all peak-values
in ECG waveform are identified according to the shape of
their time intervals. In addition, the gradient flow function
has been combined with the duality optimization method for
computing the ± peak-value and time interval borderline of
P, Q, R, S and T waves in the processed ECG signal. In most
of the patient’s ECG records, the QRS-waves have a large
amplitude and long duration especially in patient’s recorded
with HFD. So, the cardiologist cannot only use the R-wave
to detect abnormalities in ECG signals. Therefore, in this
method, the gradient of the peak of R-waves are considered
as an appropriate method to identify the QRS complexes in
the patient’s ECG signal. Fig. 9 (i) shows the final results
obtained by the ISVM-DO formula finding the two nearest
points in the desired area, including peak-peak value and
time intervals and, as an experiential, selecting the thresh-
old midway between the adjacent peak points. Therefore,
by identifying the P-QRS-T amplitude and duration waves in
the patient’s ECG signal, HFD can be detected and compared
with the normal range of the P-QRS-T waves in normal ECG
signal.

VII. COMPARATIVE ANALYSIS AND CASE STUDY
The proposed technique is applied to 38 recordings of
real data of ECG signals with HFD taken from PhysioNet
database. A Five-section (P, Q, R, S, and T) ECG signal
segmentation problem is considered for each record. It is also
considered that the three areas (P, QRS, and T) are different
in that they yield different probability peak-peak and time
interval borderline of all waves in the patient’s ECG. It is
found that the three sections in the processed ECG signal are
distributed and separated in an identical way. The ISVM-DO
can identify all peak values of P, Q, R, S, and T waves in
the ECG waveform for any patient with HFD. Consequently,
the significant morphological properties in the processed
ECG are extracted using this algorithm. The identification
results for each group are tabulated in tables 1, 2, 3, 4 and 5.
The tables illustrate the comparative results of the P, Q, R, S,
T, QRS complex and HFD detection using ISVM based on
duality technique. Each table shows one group only which
contains 38 recordings taken from patients with and with-
out HFD with each record has duration of 30 minutes. The
proposed algorithm has been applied to P, Q, R, S, T, and
QRS complex of raw ECG and processed ECG to find the
detection percentage of HFD. The HFD detection percentage
were obtained for each normal and abnormal ECGwaveform.
To find the detection error of the proposed algorithm, the
identification result for each P, Q, R, S, T, and QRS com-
plex is represented as positive detection (amplitude of the
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TABLE 1. The result of HFD identification using ISVM Technique for
group #1.

TABLE 2. The result of HFD identification using ISVM Technique for
group #2.

TABLE 3. The result of HFD identification using ISVM Technique for
group #3.

peak-peak is detected) and negative detection (amplitude
of the peak-peak is not detected). In those tables, It was
found that the average percentage of HFD detection of
group #1 approximately 58.03% to 62.16 % for raw ECG
and 93.23% to 96.21%. For the processed ECG, group #2

TABLE 4. The result of HFD identification using ISVM Technique for
group #4.

TABLE 5. The result of HFD identification using ISVM Technique for
group #5.

approximately 68.08% to 77.64% for raw ECG and 95.60%
to 97.21%. For processed ECG, group #3 approximately
68.50% to 73.44% for raw ECG and 94.80% to 96.71%. For
processed ECG, group #4 approximately 65.29% to 73.14%
for raw ECG and 94.98% to 96.51%. For processed ECG,
group #5 approximately 63.98% to 73.64% for raw ECG and
94.68% to 96.01% for processed ECG. Total percent of peak
detection of P, Q, R, S, T, and QRS complex waves for all
groups is illustrated in table 6. This table is calculated using
tables1, 2, 3, 4 and 5. As seen in table 6, the average results
of HFD detection for all groups that were acquired from the
proposed approach are approximately 63.7% to 69.9% for
raw ECG, and 94.9% to 96.2% for processed ECG. For all
groups, the average result is 94.97%.

VIII. PERFORMANCE EVALUATION AND
CROSS-VALIDATION
The performance metrics for the proposed method
(ISVM-DO) are computed and comparedwith four classifica-
tion methods, including Chen’S LIBSVM [10], Vadicherla’S
SVM-SMO [11], Lewicke’s MLP NN [12], and Ghum-
bre’s SVM- OLS [13]. To evaluate the HF identification
performance of the proposed method, we implemented the
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TABLE 6. The overall results of HFD identification using ISVM for all
groups.

TABLE 7. The result of the cross-validation results on raw-ECG datasets.

following generally used measures: Precision = PT /
(PT + PF ), Sensitivity = PT /(NT + PF ), Specificity =
NT /(NT + PF ), Accuracy = (PT + NT )/(PT + PF + NT +
NF ), and Composite Measure (CM) score = 2((Precision ×
Recall)/(Precision+ Recall)), where PT is true positives,
PF is the false positives, NT is the true negatives, and NF
is the false negatives. To train the predictor of the proposed
algorithm, several cross-validation tests and random tests
were applied to 125 samples from the training dataset. This
procedure was repeated 15 times to acquire the average result.
As seen in Table 7 for all groups (Raw ECG), the proposed
method (ISVM-DO) has the greatest recall of 0.894 and
CM score of 0.821 compared to the other four methods.
Table 8 shows the results of cross-validation on the pro-
cessed ECG dataset. As seen in Table 8 for all groups, the
ISVM-DO has distinguish–performance; with the highest
recall of 0.91 and CM score 0.85. Moreover, the accuracy and
specificity of the proposed technique are also competitive.
Fig. 10 shows the ROC curves of the proposed method for
all groups including Raw ECG dataset and processed ECG
dataset. As seen in Fig.10, the total area under the curves is
0.863 for Raw-ECG and 0.842 processed-ECG datasets.

Table 9 shows the result of the mean and standard deviation
of the ISVM-DO technique for all groups. The mean value
and standard deviation are obtained using equations (30-32).
As seen in table 9 for all groups, the average value of themean

TABLE 8. The result of the cross-validation results on processed ECG
datasets.

FIGURE 10. Fig. 10 shows the ROC curves of the proposed method
(ISVM-DO) on Raw-ECG dataset and processed-ECG dataset.

and the standard deviation for the proposed technique areµ =
0.58067354 and σ = 0.13767174 for patient’s ECG of all
groups, and µ = 0.56665863 and σ = 0.13764045 for pro-
cessed ECG. In Table 9, the mean and standard deviation of
presented approach is very sensitive to the peak-peak identi-
fication in patient’s ECGwaveform and the detection of HFD
is very sensitive. Table 10, shows the comparison between the
proposedmethod and some othermethods (Chen’S LIBSVM,
Vadicherla’S SVM-SMO, Lewicke’s MLP NN, and Ghum-
bre’s SVM- OLS) based on DM, PSNR and HS which are
shown in equations (33-35). The comparison is applied to
38 recordings of real data of ECG signals taken from patients
with and without HFD which are grouped into five groups.
We start the comparison on the known five (P, Q, R, S, and T)
peaks in ECG waveform. The DM, PSNR, HS and exaction
time for each group are calculated. The averages of DM,
PSNR, HS and exaction time are summarized at the end of
table 10. The key performance metrics of HFD identifica-
tion using the preceding studied methods are recorded for
each of the same three datasets presented above as sample
results. The results presented in table 10 enforce the pre-
viously concluded results. The proposed technique detected
HFD in patient’s ECG signal successfully using improved
support vector machine based on duality technique. In this
technique, a nonparametric statistical method is used for ECG
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TABLE 9. The result of the mean and standard deviation of the ISVM-DO Technique for all groups.

TABLE 10. The comparison results based on DM, PSNR and HS for five HFD-identification methods.

TABLE 11. The overall comparative results of HFD identification using different methods.

signal segmentation. This technique focuses on a multivariate
analysis of a set of physiological parameters that were applied
to P-QRS-T wave, for HFD detection based on information
theory, parameter optimization and nonparametric estimation
techniques. The high calculation time is mostly because the
technique requires the calculation of local data for each point
of the interface developed in each step. Also, Lewicke’s MLP

NN and Ghumbre’s SVM-OLS have good values in HS but
the proposed algorithm has the best value in HS, PSNR and
DM among all other methods as seen in table 10. At the end
of this comparison, the proposed approach has better values
than other methods depending on the execution time, HS,
PSNR and DM. Table 11 shows the overall comparative
results of the detection of HFD using different methods
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TABLE 12. A list of Major symbols used in this paper.

(Chen’S LIBSVM, Vadicherla’S SVM-SMO, Lewicke’s
MLP NN, and Ghumbre’s SVM- OLS). In experimental
results, after applying the proposed technique on patient’s
ECG signal that taken from five groups, it was found that the
average percentage of HFD detection is 94.97%. The average
percentage of HFD detection of Chen’S LIBSVM is 65.51%,
Vadicherla’S SVM-SMO is 75.0%, Lewicke’s MLP NN is
80.91% and Ghumbre’s SVM- OLS is 79.31%. At the end of
this comparison, the identification of HFD in patient’s ECG
signal using the proposed ISVM algorithm based on duality
technique is generating robust identification for heart failure
disease compared to the other detection methods. Experi-
ments show that the proposed approach produces good results
with increasing reliability and accuracy of prediction, and
identification of heart failure disease in the early stages using
the proposed algorithm from an ECG signal only. Table 12 is
summarizing the major symbols used in this paper for easy
reference.

IX. CONCLUSION
A new approach is presented in this paper to detect heart fail-
ure disease (HFD) by using improved support vector machine
(ISVM) based on duality optimization (DO) technique. The
proposed technique differentiates between normal and abnor-
mal ECG signals based on heart rate duration of PQRST
waves leading to predicting and diagnosing the HF from an
ECG signal only. The SVM and the dual SVM are used
to improve performance of the algorithm. In this algorithm,
amplitude and time interval are used as one zone in model
formation. The SVM and the dual SVM are very effective
because duality gives a different yet complementary view of
the ECG signal. The proposed idea is based on using the
non-parametric approach to train ISVM and its dual to get
two models of SVM. The two models are used to detect
HFD in the ECG signal which contains P, Q, R, S, and
T waves and compare their peak-peak values. If the result
of the comparison is zero, the ISVM output is obtained.
Otherwise, both outputs are used to feed each other. In this
method, three probabilities are considered: the first one indi-
cates region (+1) with HFD, the second indicates region (0)

without HFD and the third indicates region (−1) with other
heart disease (abnormal ECG wave but does not contains
HFD). The noise is eliminated by using digital pass filter
(DPF) in pre-processing stage. The output results obtained
from the proposed approach on test cases show better results
than the results other methods yield. The proposed algorithm
saves the diagnostic time and costs and improves treatment
process accuracy. The obtained results indicate that the pro-
posed technique produces good results, is more efficient and
increases the accuracy of HFD detection with an acceptable
accuracy of 94.97% compared to the other algorithms to
which the article refers, particularly in patients with multiple
diseases not initially identified as HFD.

In our future work, we will examine on the one hand
the more useful features of chronic disease classification in
biomedical signals, and we will try to develop more pre-
diction methods based on advanced machine learning tech-
niques. Many signal processing applications could benefit
from this approach, where the signal peak-peak is correlated
to time interval using duality optimization method in chronic
diseases classification such as Obstructive Sleep Apnea
classification using electroencephalogram, airflow and
Oxygen saturation signals could be used to ensure reliable
classification.
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