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ABSTRACT In this paper, an improved Model Predictive Control (MPC) controller based on fuzzy adaptive
weight control is proposed to solve the problem of autonomous vehicle in the process of path tracking. The
controller not only ensures the tracking accuracy, but also considers the vehicle dynamic stability in the
process of tracking, i.e., the vehicle dynamics model is used as the controller model. Moreover, the problem
of driving comfort caused by the application of classical MPC controller when the vehicle is deviated from
the target path is solved. This controller is mainly realized by adaptively improving the weight of the cost
function in the classical MPC through the fuzzy adaptive control algorithm. A comparative study which
compares the proposed controller with the pure-pursuit controller and the classical MPC controller is made:
through the CarSim-Matlab/Simulink co-simulations, the results show that this controller presents better
tracking performance than the latter ones considering both tracking accuracy and steering smoothness.

INDEX TERMS Autonomous vehicles, path tracking, improved MPC controller, weight adaptive control.

I. INTRODUCTION
Autonomous vehicle, a product of the integration of advanced
sensing technology, artificial intelligence technology and the
latest control technology in the automotive industry, plays a
key role in enhancing ride comfort [1], optimizing resource
consumption and pollution emission [2], and, most impor-
tantly, increasing driving safety [3], [4], which has attracted
enough attention from governments, universities and enter-
prises [5]. As one of the most essential operating condi-
tions of driverless cars, path tracking aims to assure that the
vehicle can be guided to follow a predetermined trajectory
that can be generated offline through a navigation system
or online through a path-planning method by manipulating
steering wheel at a certain speed [6], [7]. Tracking accuracy
and steering smoothness are two key criteria in designing
tracking algorithms which also take into consideration the
multivariable and nonlinear characteristics of this problem
[8], [9].

At present, the main control strategies include proportion
integration differentiation (PID) control, fuzzy logic control
and MPC method. Chaib et al. [10] analyzed and compared
the following performance between PID control and fuzzy
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logic control under different adhesion coefficients by sim-
ulation. In [11], a robust PID controller is constructed to
effectively control a mobile robot that travels along the given
path by using a simplified robot model composed of an
integrator and a delay. Considering that multiple control tasks
(e.g. tracking accuracy, ride comfort and driving stability),
PID controller is not the optimal control method for the path
tracking of autonomous car owing to no capacity for dealing
with several control objectives. Naranjo et al. [12] proposed
a fuzzy controller mimicking human behavior and reactions
to accomplish an overtaking condition which consists of
changes between two lanes—one from the right to the left
lane of the road, and the other is to return to the right lane
after overtaking. A fuzzy controller is presented to improve
vehicle yaw stability by actively controlling the front steering
angle and the distribution of braking forces [13].

The path tracking problem, as a multi-constrained opti-
mization problem, needs to take into account not only the
location error constraint in the tracking process, but also the
comfort constraint and the mechanical and electrical parts.
Model predictive controller (MPC) algorithm establishing
multivariable cost function under future reference state con-
ditions and minimizing the function with respect to multiple
constraints has drawn a lot of interest in the domain of
unmanned vehicle control. A MPC controller whose weight

161064 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ VOLUME 7, 2019

https://orcid.org/0000-0002-6054-243X
https://orcid.org/0000-0003-1372-7148
https://orcid.org/0000-0003-2206-1392


H. Wang et al.: Path Tracking Control for Autonomous Vehicles Based on an Improved MPC

matric is controlled by a stability-coefficient adaptively is
proposed to control the accuracy of car-following and lateral
dynamic stability of vehicles under ACC conditions in curved
lanes [14]. Raffo et al. [6] used MPC strategy consider-
ing both the kinematic and dynamic models in a cascade
structure to keep an autonomous vehicle tracking along the
predetermined trajectory, which focused on tracking perfor-
mance and hardware consumption. A vehicle equipped with
an embedded computing system verified the effectiveness of
this method. In [15], J. Ji et al. proposed a collision avoidance
architecture on the road containing path planning and path
tracking. On the one hand, a 3D virtual dangerous potential
field method with repulsive potential resulting from all obsta-
cles and attractive potential from safe zones was designed
to generate a reference trajectory avoiding collision with the
front car for the path tracking layer. Next, a MMPC (Multi-
constrained Model Predictive Control) controller regulated
the autonomous vehicle to track the target path from the
path planning layer to complete collision avoidance process.
Some improvement methods for MPC have been studied. for
example, the weight matrices in the MPC cost function can
be adjusted according to the control mode, which can not
only ensure the ride comfort of vehicles in normal driving
mode, but also effectively avoid collision in emergency sit-
uations [16]. a robust tube-based model predictive control
(RMPC) approach is proposed to improve directional stability
performance of the vehicle after a tire blowout on curved
expressway in [17].

Although the MPC strategy can ensure the high track-
ing accuracy during tracking maneuver, the driving comfort
problem caused by fixed weight in cost function in classical
MPC when the vehicle is far away from the desired path has
seldombeen studied. To guarantee high tracking accuracy and
improve ride comfort, we raise an improved MPC strategy
to deal with the path tracking problem, which adaptively
controls the weight of the cost function by using fuzzy adap-
tive control algorithm. The simulation results show that the
algorithm can match the target criteria better.

The remainder of this paper is organized as follows:
Section II describes the vehicle model used in proposed
controller, i.e., Vehicle Dynamics Model. In section III, a
predictive optimization problem is established considering
tracking accuracy, ride comfort and vehicle stability, which is
based on MPC structure. Section IV highlights how to apply
fuzzy adaptive control algorithm to control the weight of the
cost function in classicalMPC. SectionV depicts the obtained
experimental results compared with pure-pursuit algorithm.
Finally, conclusions are presented in Section VI.

II. MATHEMATICAL MODEL
Path tracking problem is very dependent on vehicle model
since it is an important requirement for MPC method. In this
section, we will introduce the vehicle model and tire model
used in control strategy and the corresponding derivation
process. The bicycle model of an Ackerman steered vehicle
[18] is a simple and effective vehicle model which has been

FIGURE 1. Vehicle dynamics model. XOY represents inertial coordinate
system and xoy is the local body-fixed coordinate system.

TABLE 1. Symbols and definitions in bicycle model.

widely used in vehicle stability control as shown in Fig. 1. To
apply this model, some simplifications should be considered:
1) The wheels of the same axle are lumped in a single wheel
located in the center of the front or rear axle. 2) The weight of
the body is evenly distributed on each wheel. 3) Suspension
movements, slip phenomena, and aerodynamic influences
are neglected. The definitions in vehicle model are listed in
Table 1.

Applying Newton’s Second Law to longitudinal, lateral,
and yaw degrees of freedom [19], vehicle dynamics model
can be constructed:

mẍ = mẏϕ̇ + 2(F lf cos δf − Fcf sin δf )+ 2F lr
mÿ = −mẋϕ̇ + 2(Flf sin δf + Fcf cos δf )+ 2Fcr
Izϕ̈ = 2lf

(
Flf sin δf + Fcf cos δf

)
− 2lrFcr

(1)

where Iz denotes yaw inertia. In addition to the effects of
aerodynamic forces and gravity, the other forces acting on
the car come from the tires. Thus, it is very essential to
choose a tire model that is close to the reality. In order to
solve the lateral and longitudinal forces on tires, a Pacejka
tire model is applied in this paper, which is a semi-empirical
nonlinear model [16], [20].When the cornering angle and slip
ratio of tire are small, the linearized and simplified formulas
of longitudinal force and lateral force in the tire model are
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given by: 
Flf = Clf sf
Fcf = Ccf αf
Flr = Clrsr
Fcr = Ccrαr

(2)

where Clf /Clr is longitudinal stiffness of front / rear tire,
Ccf /Ccr is lateral stiffness, sf /sr indicates tire slip rate, αf /αr
represents side slip angle of front and rear tire respectively.
From the geometric relations in Fig. 1, we derive:

αf = tan−1
vcf
vlf

αr = tan−1
vcr
vlr

(3)

where 
vcf = (ẏ+ lf ϕ̇) cos δf − ẋsinδf
vlf = (ẏ+ lf ϕ̇) sin δf+ẋcosδf
vcr = lr ϕ̇ − ẏ
vlr = ẋ

(4)

When the front wheel angle is small, from Eq. (1)-(4), the
nonlinear dynamic model of vehicle is established:

mẍ = mẏϕ̇ + 2
[
Clf sf + Ccf

(
δf −

ẏ+ lf ϕ̇
ẋ

)
δf + Clrsr

]
(5)

mÿ = −mẋϕ̇

+2
[
Clf sf δf + Ccf

(
ẏ+ lf ϕ̇

ẋ
− δf

)
+ Ccr

lr ϕ̇ − ẏ
ẋ

]
(6)

Izϕ̈ = 2lf

[
Clf sf δf +Ccf

(
ẏ+lf ϕ̇
ẋ
−δf

)]
−2lrCcr

lr ϕ̇−ẏ
ẋ

(7)

Converting the vehicle motion in local body-fixed coordi-
nate system to inertial system [20]:

Ẋ = ẋ cosϕ − ẏ sinϕ (8)

Ẏ = ẋ sinϕ + ẏ cosϕ (9)

The mathematical model of an improved MPC controller
applied to path tracking is shown in Eq. (5)-(9), which is a
nonlinear continuous model.

III. MODEL PREDICTIVE CONTROL
Linear model predictive control (LMPC) is used as a basic
controller strategy to solve the problem of path tracking in this
section, which has higher computational efficiency compared
with NMPC (Non-linear MPC) [6]. The objective of MPC
is to calculate a series of control sequence in the prediction
horizon, in this way, the error between the output and the
reference is reduced asmany as possible, i.e., in the process of
path tracking, it minimizes the gap between the reference path
and the trajectory predicted by the vehicle dynamics model.
This is achieved by solving a quadratic programming problem
considering multiple constraints.

The solving process of Linear MPC algorithm can be gen-
erally divided into four parts. First of all, because the discrete
state-space model is generally adopted for the controlled
system in MPC [19], nonlinear continuous state model of
vehicle in section II should be linearized and discretized.
Next, the state variables and output variables need to be
predicted at each time step, which will be compared with the
corresponding reference variables. Then, the cost function is
developed taking into account a set of constraints between
the control actions and the outputs. A quadratic programming
procedure will be resolved finally.

A. MODEL LINEARIZATION AND DISCRETIZATION
In order to guarantee the stability of the vehicle when tracing,
the vehicle dynamics model in the previous section is utilized
to design the upper MPC controller. The six-state space vari-
able vector can be recorded as χ = [ẋ, ẏ, ϕ, ϕ̇,X ,Y ]T and
steering angle is used as the control variable, u = δf [21]. The
linearized state equations based on Eq. (5)-(9) are obtained as
follows [22]:

χ̇t = Atχt + Btut (10)

Yt = Ctχt (11)

where

Bt =



2Ccf
m

(2δf −
ẏ+ lf ϕ̇

ẋ
)

2(Clf sf − Ccf )
m
0

2lf (Clf sf − Ccf )
Iz
0
0


(13)

At =



2Ccf δf ,t−1(ẏ+ lf ϕ̇)

m(ẋt )2
ϕ̇t −

2Ccf δf
mẋ

0 ẏ−
2Ccf lf δf
mẋ

0 0

−ϕ̇ −
2Ccf

(
ẏ+ lf ϕ̇

)
+ 2Ccr (lr ϕ̇ − ẏ)

m(ẋ)2
2Ccf − 2Ccr

mẋ
0 −ẋ +

2(Ccf lf + Ccr lr )
mẋ

0 0

0 0 0 1 0 0
2lrCcr (lr ϕ̇ − ẏ)− 2lf Ccf (ẏ+ lf ϕ̇)

Iz(ẋ)2
2lf Ccf + 2lrCcr

Izẋ
0

2(Ccf l2f − Ccr l
2
r )

Izẋ
0 0

cosϕ − sinϕ −ẋ sinϕ − ẏ cosϕ 0 0 0
sinϕ cosϕ ẋ cosϕ − ẏ sinϕ 0 0 0


(12)
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Yt =
[
ϕ

Y

]
Ct =

[
0 0 1 0 0 0
0 0 0 0 0 1

]
(14)

We discretize the model based on Eq. (10), (11) into a dis-
crete, single-input, multi-output model using Euler method.
The discrete state-space equation can be obtained:

χ (k + 1) = Akχ (k)+ Bku(k) (15)

Y (k) = Ckχ (k) (16)

where Ak , Bk and Ck represent state matrix, control matrix
and output matrix respectively. The equation can be presented
as follows: 

Ak = eAtTs

Bk =
∫ Ts
0 eAτdτ · Bt

Ck = Ct

(17)

B. STATE AND OUTPUT PREDICTION
In the process of path tracking, we need to predict the future
behavior of vehicle in the specified prediction horizon, and
calculate the control input in the next moment by minimizing
the error between predictive variables and the references
under various constraints.

Owing to the mechanical constraints of automobiles, a new
state-space expression is established based on Eq. (15), (16),
in which the increment of control (1u) is selected as the input
variable. Meanwhile, the state-space variable χ (k) and the
control variable u(k − 1) are augmented as the new state
variable χ̃ (k). The new state-space expression is presented
as follows:

χ̃ (k + 1) = Ãk χ̃ (k)+ B̃k1u(k) (18)

Ỹ (k) = C̃k χ̃ (k) (19)

where

χ̃ (k) =

[
χ (k)

u(k − 1)

]
, 1u (k) = u (k)− u (k − 1)

Ãk =

[
Ak Bk
01×6 I

]
, B̃k =

[
Bk
I

]
C̃k =

[
Ck 0

]
, Ỹ (k) = Y (k)

(20)

The prediction horizon and control horizon of the upper
decision controller based on MPC are set to NP and Nc,

in addition, Nc < NP. In order to predict the state and
output of the system at the future NP steps, we assume that
the current time is k , k >0, and the state variable vector
χ̃ (k) represent the current system information which can
be measured through observer. We assume that the control
input is held constant beyond Nc steps, i.e., 1u(k + j) = 0,
j = Nc,Nc+1, . . . ,NP−1. Thus, the prediction input vector
1Ua(k) can be defined:

1Ua(k)
def
=


1u(k)

1u(k + 1)
...

1u(k + Nc − 1)


Nc×1

(21)

Combining (15) with (21) presents predictive state variable
at each future step, it is shown in Eq. (22) at the bottom of this
page. Using the current state information,

we define the output Ỹa(k) at NP steps presented in
Eq. (23).

Ỹa(k)
def
=



Ỹ (k + 1)
...

Ỹ (k + Nc)
...

Ỹ (k + NP)


NP×1

(23)

The outputs over the prediction horizon NP can be derived
by combining (18), (19), (21), (22), and (23), shown as in
Eq. (24).

Ỹa (k) = ψχ̃a (k)+21Ua(k) (24)

where

χ̃a (k) = χ̃ (k) (25)

ψ =
[
C̃k Ãk C̃k Ãk+1Ãk · · · C̃kα(k,NP − 1, 0)

]T
(26)

C. CONSTRUCTION OF COST FUNCTION
The purpose of MPC-based tracking strategy is to ensure the
error between the predicted output variables and the reference
values as small as possible, which means vehicles can follow
the predetermined trajectory accurately and obtain lateral

χ̃ (k + 1|k) = Ãk χ̃ (k)+ B̃k1u (k)

χ̃ (k + 2|k) = Ãk+1Ãk χ̃ (k)+ Ãk B̃k1u (k)+ B̃k+11u (k + 1)
...

χ̃ (k + Nc|k) = α(k,Nc − 1, 0)χ̃ (k)+ α(k,Nc − 1, 1)B̃k1u (k)+ . . .+ B̃k+Nc−11u (k + Nc − 1)
...

χ̃ (k + NP|k) = α(k,NP − 1, 0)χ̃ (k)+ α(k,NP − 1, 1)B̃k1u (k)+ . . .+ α(k,NP − 1,Nc)B̃k+Nc−11u (k + Nc − 1)

where

α (k,N , j) =
N∏
i=j

Ãk+i (22)
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stability. Therefore, the cost function can be constructed as
follows [22], [23]:

Jk = ‖ Q
[
Ỹa (k)− Ỹa,ref (k)

]
‖
2
+ ‖ R1Ua(k) ‖2 (28)

where Q and R are weighting matrices of the controlled out-
puts and inputs, which are presented in Eq. (29) and Eq. (30)
respectively.

Q =



Q1 0 · · · 0 · · · 0
0 Q2 · · · 0 · · · 0
...

...
. . .

...
...

...

0 0 · · · QNc · · · 0
...

...
...

...
. . .

...

0 0 · · · 0 · · · QNP


Qi =

[
Qϕ 0
0 QY

]
, i = 1, 2, . . . ,NP (29)

R =


R0 0 · · · 0
0 R1 · · · 0
...

...
. . .

...

0 0 · · · RNc−1


Ri =

[
R1δ

]
, i = 1, 2, . . . ,Nc − 1 (30)

The reference matrix Ỹa,ref (k) is defined as Eq. (31),
which consists of the reference location and the heading angle
in prediction horizon.

Ỹa,ref (k)
def
=


Ỹref (k + 1)
Ỹref (k + 2)

...

Ỹref (k + NP)

 (31)

The constraints dealt with the controlled variables and
imposed on the output are considered in the MPC-based
upper decision controller, shown as follows:

1Umin ≤ 1Ua(k) ≤ 1Umax (32)

Umin ≤ Ua(k) ≤ Umax (33)

Ỹmin ≤ Ỹa (k) ≤ Ỹmax (34)

where 1Umin/1Umax represents minimum / maximum val-
ues of the angular increment of front wheel, Umin/Umax
shows minimum / maximum of front wheel angle, Ỹmin and
Ỹmax are minimum and maximum of output respectively.
Combining Eq. (20) with Eq. (33), we obtain:

Umin ≤ A1Ua (k)+ U (k − 1) ≤ Umax (35)

where

U (k − 1) =


u (k − 1)
u (k − 1)

...

u (k − 1)


Nc×1

(36)

A =


1 0 0 · · · 0
1 1 0 · · · 0
1 1 1 · · · 0
...

...
...

. . .
...

1 1 1 · · · 1


Nc×Nc

(37)

D. SOLUTION BASED ON QUADRATIC PROGRAMMING
Quadratic programming is an optimization problem with
quadratic objective function and constraints, which is widely
applied in optimizing the cost function of MPC-based con-
troller. The cost function (28) can be reconstructed in a stan-
dard quadratic form, shown as follows:

Jk =
1
2
1Ua (k)TH1Ua (k)+ G1Ua (k) (38)

where

H = 22TQ2+ R, G = 2ẼTa (k)Q2

Ẽa (k) = ψχ̃a (k)− Ỹa,ref (k) (39)

A series of optimal control inputs are calculated in the con-
trol horizon by solving the following optimization problem:

min
1Ua(k)

Jk

subj. to 1Umin ≤ 1Ua (k) ≤ 1Umax
Umin ≤ A1Ua (k)+ U (k − 1) ≤ Umax
Ỹmin ≤ Ỹa (k) ≤ Ỹmax (40)

We define optimal control input vector by 1U∗a (k) =
[1u∗ (k) ,1u∗ (k + 1) , . . . ,1u∗(k + Nc − 1)], the front
wheel steering angle calculated by upper MPC-based deci-
sion controller is u (k) = u (k − 1) + 1u∗ (k), which will
be acting on vehicle actuators until the generation of optimal
control inputs at the next moment.

IV. WEIGHT ADAPTIVE CONTROL
In the process of path tracking experiment based on classical
MPC controller, a problem about ride comfort appears, which
refers to that the steering wheel of the vehicle is revised
dramatically in a short time because of the pursuit of tracking
accuracy when the vehicle is far from the target trajectory. An

2 =



C̃k B̃k 0 · · · 0
C̃k Ãk B̃k C̃k B̃k · · · 0

...
...

. . .
...

C̃kα(k,Nc − 1, 1)B̃k C̃kα(k,Nc − 1, 2)B̃k+1 · · · C̃k B̃k+Nc−1
...

...
. . .

...

C̃kα(k,NP − 1, 1)B̃k C̃kα(k,NP − 1, 2)B̃k+1 · · · C̃kα(k,NP − 1,Nc)B̃k+Nc−1


(27)
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FIGURE 2. The membership functions of input and output variables.

improved MPC controller based on fuzzy adaptive control is
proposed to guarantee both tracking accuracy and ride com-
fort, which can adjust the weights of cost function adaptively
based on lateral position error and heading error.

Fuzzy logic control (FLC) can mimic human driver’s pro-
cedural knowledge to achieve intelligent control behavior and
response, which can be divided into three phases: fuzzifica-
tion, fuzzy inference, and defuzzification [24]. In the first
step, the current input values are fuzzified into linguistic or
fuzzy values with a certain degree of authenticity depending
on relevant membership functions. Then, those fuzzy values
could be converted into the fuzzy output values through some

TABLE 2. Fuzzy rules of weight on Lateral error.

TABLE 3. Fuzzy rules of weight on Heading error.

TABLE 4. Fuzzy rules of weight on angular increment of front wheel.

certain fuzzy rules. The outputs will be de-fuzzified into
actual outputs finally [25].

According to the fuzzy variable base, two fuzzy control
inputs including lateral position error eY and heading error eϕ
are defined, which represent the error between current lateral
position and the reference position and the error between cur-
rent heading angle and the reference. Considered the allow-
able vehicle moving states in path tracking, all inputs of fuzzy
controller can be fuzzified into five fuzzy sets: NB (negative
big), NS (negative small), ZO (zero), PS (positive small), PB
(positive big). Three weight ratios about Qϕ , QY , and R1δ
in Eq. (28) are presented as the outputs of fuzzy controller,
shown in Eq. (41). Similarly, considering the weight is always
non-negative, the output is fuzzified into four fuzzy sets: PB
(positive big), PM (positive medium), PS (positive small), ZO
(zero).

rQϕ = Qϕ/Qϕ,max , rQϕ ∈ [0, 1]

rQY = QY /QY ,max , rQY ∈ [0, 1]

rR1δ = R1δ/R1δ,max , rR1δ ∈ [0, 1] (41)

The membership functions associated with the inputs and
outputs of fuzzy controller are shown as in Fig. 2.

Fuzzy rule base contains fuzzy rules considering cor-
relations between the inputs and the outputs, which are
constructed by people’s driving experience taking into
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FIGURE 3. Response surfaces of fuzzy controllers. (a), (b), and (c)
represent the outputs of rQY

, rQϕ , and rR1δ
through fuzzy rules

respectively.

consideration both tracking accuracy and ride comfort when
tracking the predetermined path, as listed in Tables 2–4.

Fig. 3 shows the response surfaces which present the
relationship between the outputs and the inputs under fuzzy
rules. Through the above-mentioned fuzzy rules, when far
from the target path, the weight on increment of wheel angle
control will be increased to ensure ride comfort as the vehicle
approaches the predetermined path.

V. SIMULATION AND ANALYSIS
To verify the effectiveness of the proposed improved MPC
controller, the CarSim-Matlab/Simulink co-simulations are

conducted and analysised as shown in Fig. 4. Two different
scenarios are constructed in this section: one scenario refers
to that the initial position of the autonomous vehicle coincides
with the starting point of the predetermined trajectory, in
which the performance comparison between the designed
controller and pure-pursuit controller is presented. And the
other is when the vehicle is far from the target trajectory, the
driving comfort problem caused by the classical MPC con-
troller is solved by the proposed improved MPC controller.
TABLE 5 shows parameters of the vehicle model.

A. SCENARIO 1
Fig. 5-9 show the comparison between the proposed
improvedMPC controller and the pure-pursuit controller [26]
in tracking performance, lateral error, front wheel angle and
lateral dynamic stability. We observe that both methods can
control the vehicle to track the desired path accurately as
shown in Fig. 5. In Fig. 6, the proposed improved MPC
controller displays a better path-tracking accuracy than that of
the pure-pursuit controller, though the maximum lateral error
is 0.243 m for proposed controller and 0.211 m for the other.
Ensuring the driving stability of vehicles is the major advan-
tage of the proposed improved MPC controller, which can
be concluded from Fig. 7. MPC-based controller can change
the front steering angle smoothly when the vehicle is tracking
the desired trajectory, which guarantees the continuity and
smoothness of driving. On the contrary, the front steering
angle will change violently in a short time when the pure-
pursuit controller works (0 s< t< 9s). As a result, the driving
comfort is low. Meanwhile, from Fig. 8 and 9, the sideslip
angle and yaw rate of the vehicle fluctuate seriously under the
pure-pursuit controller, which indicates that the vehicle is in
unstable lateral stability state. On the contrary, the improved
MPC controller can guarantee the lateral stability in path
tracking process.

Considering the aforementioned simulation results, we
conclude that both controllers can make the vehicle track the
predetermined trajectory accurately. However, it should be
noted that a better path-tracking performance with smooth
front steering angle is obtained by using the proposed
improved MPC controller.

B. SCENARIO 2
In Scenario 2, the initial position of the vehicle is away
from the planned path, which is in line with the practical
situation because of the disturbance of the GPS signal. We
set the initial position of the vehicle as the point A(−2, −4)
in the inertial coordinate system. The driving process can
be divided into two parts: the first one (from point A to
point B in Fig. 10) is the path-approaching, and the second
one (after point B) is the process of accurate tracking. The
weight coefficients of classical MPC controller are set as
follows:Qϕ = 1,QY = 10,R1δ = 1. The proposed improved
MPC controller can adaptively adjust the weights of different
constraints in the cost function to balance the contradiction
between tracking accuracy and ride comfort.
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FIGURE 4. Overall architecture for path tracking.

TABLE 5. Vehicle model parameters.

FIGURE 5. Predetermined path and tracking path in scenario 1.

FIGURE 6. Lateral tracking error in scenario 1.

The classical MPC controller blindly pursues the tracking
accuracy in the process of path tracking, which results in the
high frequency angle change of front wheel in a short time
when the vehicle is far from the target path, as shown in
the black box in Fig. 12. The weights of the cost function
are dynamically adjusted by the improved controller through
the fuzzy adaptive algorithm. That is to say, when the lateral

FIGURE 7. Front steering angles in scenario 1.

FIGURE 8. Slip angles in scenario 1.

FIGURE 9. Yaw rate in scenario 1.

error is too large, the weight of the ride comfort constraint is
increased to ensure that the vehicle is smoothly approaching
the predetermined path. Of course, that will result in partial
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FIGURE 10. Predetermined path and tracking path in scenario 2.

FIGURE 11. Lateral tracking error in scenario 2.

FIGURE 12. Front steering angles in scenario 2.

FIGURE 13. Slip angles in scenario 2.

loss of tracking accuracy (the maximum difference of lateral
error is about 0.18 m) as shown in Fig. 11. Fig. 13 and 14
show the sideslip angle and yaw angular velocity of the
vehicle controlled by the classical MPC controller fluctuate
greatly in the process of path-approaching. The improved

FIGURE 14. Yaw rate in scenario 2.

TABLE 6. Performance analysis of the three controllers.

MPC controller guarantees the lateral stability in the whole
process of path tracking.

Under the condition of guaranteeing certain tracking
accuracy, the improved controller can cover a better driving
comfort performance than that of the classical MPC con-
troller and the pure-pursuit controller. TABLE 6 presents the
performance analysis of the three controllers.

VI. CONCLUSION
In this paper, an improved MPC controller has been pre-
sented for path tracking control of autonomous vehicles. The
proposed controller has the ability to forecast future vehicle
states and minimize the gap between the reference path and
the trajectory anticipated by the augmented vehicle model in
a prediction horizon, and then generates the optimal steer-
ing by solving an optimal problem with multiple constraints
online. Meanwhile, the improved MPC controller introduces
the fuzzy algorithm into the classicalMPC controller to adjust
the weights of cost function constraints adaptively.

The effectiveness of the proposed controller was verified
by CarSim-Matlab/Simulink co-simulations. The improved
MPC algorithm was implemented in MATLAB/Simulink,
and the actual plant used in the simulations was a CarSim
vehicle model. Through the simulation results, the following
conclusions are drawn:

1) High tracking accuracy can be achieved.
2) The improved MPC controller ensures steering

smoothness and ride comfort.
3) The lateral dynamic stability of the vehicle is guaran-

teed during the whole path tracking process.
Research on vehicle autonomous driving strategy combin-

ing path planning and path tracking modules is a topic in the
future.
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