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ABSTRACT Text data plays an imperative role in the biomedical domain. As patient’s data comprises
of a huge amount of text documents in a non-standardized format. In order to obtain the relevant data,
the text documents pose a lot of challenging issues for data processing. Topic modeling is one of the
popular techniques for information retrieval based on themes from the biomedical documents. In topic
modeling discovering the precise topics from the biomedical documents is a challenging task. Furthermore,
in biomedical text documents, the redundancy puts a negative impact on the quality of text mining as
well. Therefore, the rapid growth of unstructured documents entails machine learning techniques for topic
modeling capable of discovering precise topics. In this paper, we proposed a topic modeling technique for
text mining through hybrid inverse document frequency and machine learning fuzzy k-means clustering
algorithm. The proposed technique ameliorates the redundancy issue and discovers precise topics from the
biomedical text documents. The proposed technique generates local and global term frequencies through the
bag-of-words (BOW) model. The global term weighting is calculated through the proposed hybrid inverse
documents frequency and Local term weighting is computed with term frequency. The robust principal
component analysis is used to remove the negative impact of higher dimensionality on the global term
weights. Afterward, the classification and clustering for text mining are performed with a probability of
topics in the documents. The classification is performed through discriminant analysis classifier whereas
the clustering is done through the k-means clustering. The performance of clustering is evaluated with
Calinsiki-Har-abasz (CH) index internal validation method. The proposed toping modeling technique is
evaluated on six standard datasets namely Ohsumed, MuchMore Springer Corpus, GENIA corpus, Bioxtext,
tweets andWSJ redundant corpus for experimentation. The proposed topic modeling technique exhibits high
performance on classification and clustering in text mining compared to baseline topic models like FLSA,
LDA, and LSA. Moreover, the execution time of the proposed topic modeling technique remains stable for
different numbers of topics.

INDEX TERMS Topic modeling, biomedical, text mining, bag-of-words, classification, clustering,
LDA, LSA.

I. INTRODUCTION
The tremendous amount of biomedical text documents is
a valuable sourced of information in the biomedical field.

The associate editor coordinating the review of this manuscript and

approving it for publication was Kun Wang .

Biomedical documents are categorized by the extensive
amount of disorganized and infrequent information during
a vast variety of forms like medical documents, scientific
papers, electronic health records, a case summary of reports
and so forth. In biomedical domain numbers of papers and
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articles, publications are rising rapidly on the web due to the
expanding of online publishing. The overall various articles
indexed in MEDLINE increased to twenty-three million [1]
and the number of citations attained eight hundred six thou-
sand. The clinical text [2] like patient medical histories,
findings notes during examinations from electronic health
records and pathology reports of patients are needs to analyze
for discovering the hidden information. Therefore, extraction
of knowledgeable information in the form of themes from
this immense collection of documents is a challenging and
time-consuming task. Topic modeling techniques help in the
extraction of unknown topics from a huge collection of doc-
uments [3], available articles and discover the topic distribu-
tions for every document. Topic models discover the topics
from documents which are represented by the distribution
of words. Topic modeling is a concept in which documents
are the mixture of topics that are converted into probability
over words distribution. Biomedical documents contain high
dimension unstructured nature, so there are various methods
exist for handling the biomedical text documents [4] such
as FLSA, LDA, and LSA. Latent Dirichlet Allocation(LDA)
finds the probabilities, which predict a posterior distribution
of various words and topics from the input collection of text
corpus [5]. LDA extract topics distribution by using Gibbs
sampling which is an iterative method. Furthermore, this
method selects some parameters like numbers of topics, iter-
ations and Dirichlet priors. Therefore, the LDA topic model
requires extensive empirical analysis with several configura-
tions for finding the optimal configuration. The latent seman-
tic analysis (LSA) method extracts topics and shows the
semantic meaning of words with statistical computation on
a huge collection of documents [6]. LSA discover the latent
classes while minimizing the dimensionality for the vector
space model [7]. Moreover, LSA has no powerful statistical
approach and cause from mathematical complexity issue [8].
The proposed topic model is a part of the probabilistic model-
ing in which words are distributed over topics and topics are
distributed over documents. We used the generative process
that defined the joint probability distribution for observed
and hidden random variables. The data analysis is performed
by the joint distribution to compute the conditional distri-
bution of the hidden variables given the observed variables.
We compared the proposed topic model with probabilistic
topic models like LDA, LSA, and PLSA. However, other
topic models like STC and GSTC depend on the sparseness
of topics in documents. Topic modeling is widely used for
text mining to reveal the hidden structures from biomedical
documents. Topic modeling categorized the documents into
topics and represents these topics into the distribution of
words. Topic modeling extracts the needed information very
effectively from biomedical text documents. Topic modeling
is an efficient technique for biomedical text mining but needs
some improvement because biomedical text documents are
words redundant [9] and redundancy is a negative impact
on topic modeling and text mining [10]. The biomedical
text documents consist of hundreds to thousands of medical

features which cause the high-dimensionality problem [11].
Dealing with the high-dimensionality data is a challenging
task. Handling very high dimensional data is difficult because
it introduces many parameters into the model and makes the
model much more complicated. Also, higher-order dimen-
sional data is likely related to noise and sparsity problems.

A. TOPIC MODELING FOR BIOMEDICAL DOCUMENTS
Topic modeling techniques are utilized for the summariza-
tion of a large collection of text documents. Probabilistic
topic modeling techniques are used to identify the core
topics from the biomedical text collection of documents.
In addition, the topic modeling techniques, are used in var-
ious tasks like computational linguistics, overview of source
programs documents [12], summary opinion of the prod-
uct review [13], description of the topic revolution [14],
aspect discovery of documents analysis [15], analyzed of
Twitter texts messages [16], and sentiments analytics [17].
The probabilistic of topic modeling caught the thought of
researchers in the biomedical discipline. The most striking
collections of biomedical texts endure from high dimensional
issue and methods of topic modeling are effective for manag-
ing large-scale document collections. Thus, topic modeling
can yield promising results in the extraction of biological
and biomedical texts [18]. For example, in [19] discussed
a probabilistic topic modeling technique to discover protein
with protein interactions from the biologic research. In this
method, the association among various approaches and cor-
related words are probabilistically modeled to obtain the
discovery approaches. In [20] used the latent Dirichlet allo-
cation technique to determine clinically appropriate topics
and structured medical text finding reports. In [21] utilized
the latent Dirichlet allocation technique to manipulate sta-
tistical investigation on bioinformatics from the huge text
compilation of PubMed Central papers. In [22] topic mod-
eling used to show clinical reports in a concise manner and
these reports are processed effectively. In another study [23]
topic modeling applies to drug labeling, which is an inten-
sive human task with numerous unstructured meaningful
explanations. In this way, the challenges of manual anno-
tations are reduced. In [24] LDA used for discovering the
relationship from protein-protein. One of its characteristics
for candidate gene-drug pairs is ranking which is thematic
distance derived from the LDA. Similarly, in [25] introduced
a technique based on topic modeling to discover annota-
tions from gene sets. In [26] used topic modeling based on
the latent Dirichlet allocation reveal the interrelates between
the cell endpoints. Experimental results analyzed that LDA
can significantly improve the perspective of systems biol-
ogy. The probabilistic topic modeling of subjects is used to
identify drug repositioning strategies [27]. In [28] subject
models are used to examine 17,723 abstracts of PubMed
articles related to substances and depressive disorder in ado-
lescents. In [29] introduced a topic modeling based system
for biological mining of literature. Topic modeling used for
the identification of unreliable nutritional supplemental from
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documents [30]. In a study [31], the hospital admission pro-
cess in a precise way is represented using the probabilistic
topic modeling. In the biomedical field, RedLDA topic mod-
eling technique is utilized for identification of redundancy
in the patient records [32]. Latent semantic analysis (LSA)
utilized to instantly machine grading for clinical case sum-
maries [33]. In [34] LSA discovers the clinical reports from
the psychiatric narrative. Its produce the semantic space from
psychiatric terms. LSA also used for discovering the semantic
concepts and ontology domain which construct the model
for speech act for spoken utterance [35]. In clinical filed
LSA also gives better results in topic labeling and segmen-
tation [36]. In [37] fuzzy clustering is used for diagnosis of
medical imaging.

B. BIOMEDICAL APPLICATION OF FUZZY CLUSTERING
Clustering helps to achieve the objectives of biomedical
research to retrieve knowledge from an immense amount
of data that is further applied for treatment. In biomedical
research clustering applications are pervasive [38]. Fuzzy
clustering combines features objects with their relationship
which relied on co-occurrences information [39]. Fuzzy clus-
tering is utilized for medical diagnosis [40], medical image
segmentation [41], biomedical signal classification [42] and
diabetic neuropathy [43]. Fuzzy clustering also enhances
decision making radiation therapy [44]. Fuzzy clustering also
used for microarray data analysis [45]and breast elastogra-
phy [46].In [47] proposed an FLSA technique that discovers
the topics from medical documents using fuzzy c-means
clustering. Fuzzy clustering has many applications for the
biomedical domain mainly in image processing filed but very
less consider for topic modeling. Therefore, in this research,
we proposed a topic modeling technique for biomedical
documents through fuzzy perspective. To ameliorate prob-
lems including sparsity, redundancy and high-dimensionality
issue for biomedical text documents, in this research, a topic
technique with fuzzy perspective is proposed. The proposed
technique shows higher performance for both redundant
and non-redundant biomedical text documents. The pro-
posed technique performance is evaluated on six different
real-world datasets. The main contributions of this research
are listed below.
• A new hybrid inverse document frequency is proposed
for global term weighting. The proposed topic modeling
technique generates local and global term weighting
through the bag-of-words model. Global term weighting
process help in filtering the high-frequency common
words in a probabilistic way.

• The high dimensionality negative effect on global term
weighting is eliminated with the robust principal compo-
nent analysis dimension reduction technique. After that,
a fuzzy k-means clustering algorithm is utilized.

• The proposed topic modeling technique discovers the
more precise and correct topics from biomedical text
documents as compared to state-of-the-art topic mod-
eling techniques. Proposed topic modeling technique

performance is better on classification and clustering
tasks in text mining than baseline topic models such as
FLSA, LDA, and LSA.

• Topic modeling techniques LDA and LSA time con-
sumption is increasing with various numbers of topics,
but proposed topic modeling technique time consump-
tion is stable with various numbers of topics.

• The proposed topic modeling technique remove the
redundancy issue in biomedical text documents and its
performance in terms of log-likelihood is higher than
LDA and RedLDA.

The remainder of the paper is arranged as follows.
Section 2 discusses the proposed topic modeling technique
and section 3 presents the experimental results. In section 4
discussion of results of the experiment and section 5 con-
cludes the overall paper.

II. PROPOSED TOPIC MODELING TECHNIQUE
In this section, we discuss our proposed topic modeling
technique. The proposed topic modeling technique discover
the more precise topics form biomedical text documents and
remove the redundancy problem from these documents. Fur-
thermore, it can be utilized for biomedical documents classi-
fication and clustering tasks in text mining. It also minimized
the time consumption cost while discovering topics from big
health news twitter dataset. The proposed topic modeling
technique find the five matrices which are the probability
of documents, the probability of words, the probability of
words in documents, the probability of topics in documents
and probability of words in topics. The proposed technique
has the following steps.

A. STEP 1
Text documents preprocessing is an important task for text
mining. Biomedical text data contain noise such as punctua-
tions, special characters, words variations, numbers and stop
words. Therefore, text data is preprocessed through following
steps.

1) CONVERT TEXT DATA INTO LOWER CASE
Text datasets are converted into the lower case for preventing
the various words differences.

2) TOKENIZATION
Text datasets are converted into tokens (words). The tokeniza-
tion identifies the meaningful keywords from the text data.
The tokens are the input for further step.

3) PUNCTUATION
Punctuation such as (‘‘.’’, ‘‘,’’, ‘‘-’’, ‘‘!’’ etc.) are eliminated
from the text datasets.

4) STOP WORDS
The stops words are removed from the text datasets. Several
words in a document occur very often, but they are essentially
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insignificant as they are utilized to join words collectively
in a sentence. It is generally implicit that stop words do not
cooperate to the context of text documents. The stops words
high frequency of occurrence in documents, the existence of
text mining becomes a hurdle in understanding the content
of the document. Stop words are widely used words such
as ‘‘and’’, ‘‘are’’, ‘‘this’’ etc. They are not helpful for doc-
ument classification and clustering. So, they must get rid of
documents. Therefore, all the stop words removed from the
biomedical text documents.

5) SHORT AND LONG WORDS
The short wordswith 2 characters and longwordswith greater
than 15 characters are eliminated from the text datasets.

6) NORMALIZATION OF WORDS
Words are normalized and inflexional ending of words are
removed using the Porter stemmer.

B. STEP 2
Bag-of-word (BOW) model representation is used in infor-
mation retrieval and natural language processing. BOW is uti-
lized for representing the features in the text documents [48].
BOW model represents the occurrences of various words in
a variety of documents while neglecting the words order and
grammar. The BOW model makes a list of words with words
count per document; this process gives words, words count,
numbers of words and numbers of documents. Words count
is the frequencies of occurrence of words in the documents.

C. STEP 3
Local term weight (LTW) is computed in this step. There
are many LTW methods, among all one of the most popular
method term frequency (TF) [49] is used in this step. Term
frequency measure how frequently a term appears in a doc-
ument. Documents length is different so longer documents
may display the terms much longer than short documents.
Therefore, term frequency is subdivided by the document
length (term sum in documents) which is the normaliza-
tion method. The tf is normalized term frequency, tiis terms
importance in the document dj as shown in equation 1.

tf i,j =
ni,j∑
m nm,j

(1)

where, ni,jis several term occurrences for tjterm in the dj doc-
ument. The denominator is the sum of the terms occurrences
m in dj documents.

D. STEP 4
In this step, the global term weighting (GTW) is calculated.
First, we find a(tfi,j) and bi,jfor global termweighting through
equation 2 and 3.

a(tfi,j) =
{
1 tfi,j > 0
0 tfi,j = 0

}
(2)

bi,j =
tfi,j∑
j tfi,j

(3)

The a(tfi,j) and bi,j values are find for calculating the hybrid
inverse documents frequency. After that, we proposed a
hybrid inverse documents frequencymethod (Hybrid IDF) for
global term weighting. The method is proposed through the
combination of inverse document frequency max (IDFM )and
inverse document frequency smooth (IDFS ). The hybrid
inverse document frequency method has the following steps.

IDFM = log
(
max{t ′ ∈ d}nt ′

1+ nt

)
(4)

IDF s = log
(
1+

N
nt

)
(5)

IDFM + IDFS = log
(
max{t ′ ∈ d}nt ′

1+ nt

)
+ log

(
1+

N
nt

)
(6)

By applying the product rule (logbxy = logbx + logby) to
equation 6.

IDFM + IDFS = log
(
max{t ′ ∈ d}nt ′

1+ nt
log

(
1+

N
nt

))
(7)

IDFM + IDFS = log
(
max{t ′ ∈ d}nt ′

1+ nt

)
log

(
1+

N
nt

)
(8)

By apply quotient rule (logb(x/y) = logbx − logby) on
equation 8.

IDFM + IDFS =
(
log

(
max

{
t ′ ∈ d

}
nt ′ − log (1+ nt)

))
(log (nt + N )− log((nt)) (9)

By applying the product rule (logbxy = logbx + logby) to
equation 9.

IDFM + IDFS =
(
log

(
max

{
t ′ ∈ d

}
nt ′ − log (1.nt)

))
(log (nt.N )− log(nt)) (10)

By apply quotient rule
(
logb

(
x
y

))
= logbx − logby on

equation 10.

IDFM + IDFS = log

(
max

{
t ′εd

}
nt ′

nt

)(
log

(
nt.N
nt

))
(11)

Simplify the equation 11.

IDFM + IDFS = log

((
max

{
t ′εd

}
nt ′

nt

)
(N )

)
(12)

Now simplifying the equation 12 we proposed a hybrid
inverse document frequency (hybrid IDF) in equation 13.

Hybrid IDF = log
(
max

{
t ′εd

}
nt ′
(
N
nt

))
(13)

This step output documents term matrix which is TF-Hybrid
IDF. After that, to eliminate the high dimensionally effect on
documents term matrix and before fuzzy k-means clustering
robust principal component analysis (RPCA) [49] method is
utilized.
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E. STEP 5
In this step, the Fuzzy k-means (FKM) clustering method is
used to fuzzy clustered the documents, which represented in
ten GTW methods.

The FKM algorithm partitions the data point into k clusters
where Sl, (l = 1, 2, 3, ...k)are associated with the clusters
centeredCl . The data point and clusters relationship are fuzzy.

The membership ui,j ∈ [0, 1]represents belonging of clus-
ters centers Cj and data point Xi. The set of data point is
S = {Xi}. The fuzzy k means algorithm based on minimizing
distortion as shown in equation 14. Where ui,jis membership
and Cjrepresents clusters.

J =
k∑
j=1

N∑
i=1

uqi,jdi,j (14)

N represents the number of data points, fuzzifier parameter
is q; numbers of clusters are represented by k and di,j is the
squared Euclidean distance between cluster representative Cj
and data pointXi. The fuzzification parameters q significantly
influence the resultant clusters.

The fuzzy k-means clustering mapping the representative
vectors and improving through the partition of the data point.
Its start with initial clusters centers and repeat the process
until stop criteria satisfied. It is supposed that no two clusters
are the same representative. If di,j < n then, ui,j = 1 and
ui,j = 0 for l 6= j where n is a positive number. Now the
fuzzy k-means algorithm performs the following steps.

Set the initial clusters SCo equal to(Cj(0)) and ε value
p = 1.

Set of clusters SCp is given and compute di,jfor i = 1 toN ,
j = 1 to k and update the memberships ui,jusing equation
15. The ui,jmembership degree for each document (D) with
clusters (topics). Value of ui,j is the probability of topics iwith
documents j as P(Ti|Dj). The m is a fuzzification coefficient.

u(i,j) = ((d(i,j)(1/m−1)
k∑
l=1

(
1
dil

)
1
m−1))−1 (15)

where, di,j < nand value of n is very small and ui,j = 1.
P(Ti|Dj) can be used to find (words × topics) matrix.
Using equation 15 centers for every cluster are computed

to get new clusters which are represented by SCp + 1.

Cj(p) =

∑N
j=1 ui,j

mXi∑N
j=1 ui,j

m
(16)

If the
(∥∥Cj(p)− Cj(p− 1)

∥∥) <∈ and j = 1 to k , then stop
where ∈> zero is the small positive number. Otherwise set
p+1→ p andmove to step 2 of the fuzzy k-means algorithm.

In terms of numbers of calculation, the computational com-
plexity of fuzzy-k means is O(Nkt )and t represents several
iterations.

F. STEP 6
The probability of documents P(Dj) is found through doc-
uments term matrix and hybrid IDF (words × documents

matrix) as shown in equation 17. Where, i and j represent the
words and documents.

P(Dj) =

∑m
i=1(Wi,Dj)∑m

i=1
∑n

j=1(Wi,Dj)
(17)

G. STEP 7
The probability of documents over topics P(Dj|Tk ) is found
through the probability of documents P(Dj) and probability
of topics over documents P(Tk |Dj) as shown in equation 18.
Where j are documents in k topics.

P(Dj,Tk ) = P(Tk |Dj)× P(Dj) (18)

After finding P(Dj,Tk ), normalize P(D,T ) using equation
19 for each topic.

P(Dj|Tk ) =
P(Dj,Tk )∑n
j=1 P(Dj,Tk )

(19)

H. STEP 8
In this step, the probability of words i in given documents j
and P(Wi|Dj)is derived using the document term matrix and
global term weight methods as shown in equation 20.

The probability of words given documents P(Wi|Dj) is find
using the document-termmatrix and global termweighting as
shown in equation 20. Where i words in j documents.

P(Wi|Dj) =
P(Wi,Dj)∑m
i=1 P(Wi,Dj)

(20)

I. STEP 9
The probability of words in topics P(Wi|Tk )is found through
the probability of documents in topics P(Dj|Tk ) and probabil-
ity of words in documents P(Wi|Dj) as shown in equation 21.
Where i words in k topics.

P(Wi|Tk ) =
n∑
j=1

P(Wi,Dj)× P(Dj|Tk ) (21)

III. EXPERIMENTAL RESULTS
In this section performance of proposed topic modeling tech-
nique in terms of classification, clustering, redundancy and
execution time is evaluated.

A. DATASETS
Six publicly available datasets are used in this research.
• The first dataset is Ohsumed Collection labeled
dataset which is a medical abstract of MeSH cat-
egories. In this research categories including bac-
terial infections, mycoses and virus diseases are
selected. Weblink:(http://disi.unitn.it/moschitti/corpora/
ohsumed-first-20000-docs.tar. gz.)

• The second dataset is MuchMore Springer Bilingual
Corpus labeled dataset which is English scientific corpus
abstracts. Two categories of federal health standard
sheet and arthroscopy are selected for experiments.
Weblink:(http:// http://muchmore.dfki.de/resources1.
htm)
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• The third dataset is GENIA corpus which is a
collection of Medline articles abstracts and rep-
resenting the molecular biology literature [51].
Weblink:(http://neuro.imm.dtu.dk/wiki/GENIA)

• The fourth dataset is Biotext which contain abstracts
of disease and treatments and collected from Med-
line [52]. Weblink:(http://biotext.berkeley.edu/data/dis
treat data.html)

• The fifth dataset is tweets dataset which is a big dataset
in this research. Weblink:(https://archive.ics.uci.edu/ml/
datasets/Health+News+in+Twitter)

• Sixth datasets are wall street journal (WSJ) redundant
corpus and broadly utilized in natural language process-
ing [53, 54].

B. DATASETS STATISTICS
Table 1 show the statistics of six datasets, which are used in
this research.

TABLE 1. Basic statistics of datasets.

C. DOCUMENTS CLASSIFICATION
Documents classification is performed on Ohsumed and
MuchMore springer labeled datasets with Bayesian optimiza-
tion. Documents classification assign document to one or
more classes and features are extracted from these docu-
ments. BOW create high dimensionality effect for documents
classification. Therefore, the proposed topic modeling tech-
nique reduce numbers of features and find meaningful words
in topics. Optimization is the process of determining points
that reduce the actual value function, called the objective
function. Bayesian optimization is a Gaussian process model
of the objective function and uses the objective function
evaluation to train themodel. Bayesian optimization is used to
minimize errors in cross-evaluation reactions using Bayesian
optimization. The appropriate function Fit in MATLAB is
utilized for Bayesian optimization. Documents classifica-
tion is performed on P(T|D) using the discriminant analysis
classifier with Bayesian optimization. The performance of the
proposed topic modeling technique is measured with FLSA,
LDA, and LSA through tenfold cross-validation technique.
In this technique, data is divided into ten subsets for the ten
iterations. Proposed topic modeling technique classification
performance measured with 50, 100, 150 and 200 topics
with input of the features for documents. The classifica-
tion results are evaluated in terms of precision, recall, accu-
racy, and F1-measure. The results of discriminant analysis

TABLE 2. Confusion matrix.

TABLE 3. Ohsumed datasets classification results on 50-200 topics.

classifier are measured using the confusion matrix as shown
in Table 2.Where, true negative(TN), false positive(FP), false
negative (FN) and true positive (TP) are correct predictions
with negative instance, incorrect predictions with positive
instance, incorrect predictions with negative instance and cor-
rect prediction with the positive instance. The performance
measurement precision, recall, accuracy, and F1-measure for-
mulas are described in equation 22, 23, 24 and 25.

Precision =
TP

TP+ FP
(22)

Recall =
TP

TP+ FN
(23)

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(24)

F1_Score = 2×
Precision ∗ Recall
(Precision+ Recall)

(25)

The experimental results of the classification are shown in
table 3 and 4 on Ohsumed and MuchMore Springer datasets.
The proposed topic modeling technique is compared with the
baseline topic models FLSA [47], LDA [5] and LSA [7].

D. DOCUMENTS CLUSTERING
The performance of documents clustering is measured on
Genia corpus and Biotext dataset. The documents clustering
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TABLE 4. MuchMore springer datasets classification results on
50-200 topics.

is conducted on P(T|D). The internal validation method is
used for clustering measurement which is a better choice
as compared to external validation [55]. The different num-
ber of clusters and topics are measured through Calinsiki-
Har-abasz (CH) index [56] internal validation method with
k-means clustering. In CH index cohesion is computed which
is the distance between clusters to centroids as described
in equation 26. The higher value of CH index indicates the
better performance of clustering. The CH index evaluated the
validation of clusters on the average sum of squared error
cluster between and within the clusters.

CH (C) =
(N − K )
(K − 1)

∑
ck ∈ C|Ck |de|(C̄k , X̄ )∑

ck ∈ C
∑

xi Ckde(x i, C̄k )
(26)

Fig.1,2, 3, 4, 5, 6, 7 and 8 shows the clustering results of
proposed topic modeling technique as compared to FLSA,
LDA, and LSA using CH index on Genia corpus and Biotext
datasets.

E. REDUNDANCY ISSUE
Log-likelihood for Synthetic WSJ redundant corpora with
different numbers of topics from 50 to 450 is shown in Fig.9.
The proposed topic modeling technique is compared with
RedLDA and LDA for redundant corpora.

F. EXECUTION TIME
Fig.10 shows the execution time of the proposed topic mod-
eling technique with a comparison to LDA and LSA.

IV. DISCUSSION
The experimental results of a classification in table 3 and 4
shows that proposed topicmodeling technique performance is

FIGURE 1. Calinski-Harabasz(CH) results for 50 topics of Genia corpus.

FIGURE 2. Calinski-Harabasz(CH) results for 100 topics of Genia corpus.

FIGURE 3. Calinski-Harabasz(CH) results for 150 topics of Genia corpus.

better and higher against FLSA, LDA, and LSA with several
numbers of topics. The proposed topic technique precision,
recall, accuracy, and F1 score values are greater than FLSA,
LDA, and LSA. The classification accuracy of the proposed
topic modeling technique is 92.35, 87.70, 90.16, 88.25 and
98.29, 98.87, 98.97, 98.86 percent on Ohsumed and Much-
More Springer Corpus datasets. The classification accuracy
of the proposed topic modeling technique is higher than the
baseline topic models FLSA, LDA, and LSA. Proposed topic
modeling technique performance of clustering is evaluated
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FIGURE 4. Calinski-Harabasz(CH) results for 200 topics of Genia corpus.

FIGURE 5. Calinski-Harabasz(CH) results for 50 topics of Biotext.

FIGURE 6. Calinski-Harabasz(CH) results for 100 topics of Biotext.

and compared to FLSA, LDA, and LSA with various number
of clusters range from 0 to 8 on different numbers of topics
such as 50, 100,150 and 200. CH index showing that proposed
topic modeling technique performance is greater and better
than FLSA, LDA, and LSA with various numbers of topics
as shown in the Fig.1, 2, 3, 4, 5, 6, 7 and 8. Redundancy
effect is examined with Synthetic WSJ redundant corpora.
The proposed topic modeling technique is compared with
LDA and RedLDA which used for removing the redun-
dancy issue in biomedical text corpora [32]. Topic modeling

FIGURE 7. Calinski-Harabasz(CH) results for 150 topics of Biotext.

FIGURE 8. Calinski-Harabasz(CH) results for 200 topics of Biotext.

FIGURE 9. Loglikelihood comparison for WSJ corpora.

techniques proposed, RedLDA and LDA are trained on the
same Synthetic WSJ redundant corpora for performance
comparison through log-likelihood. A log-likelihood greater
score indicating the better performance of generalization and
topic modeling technique is more successful in modeling
the document’s structure for text corpora. Log-likelihood for
Synthetic WSJ redundant corpora with different numbers of
topics from 50 to 450 is shown in Fig.9. The experiments
show that the proposed topic modeling technique perfor-
mance is better than LDA and RedLDA for redundant text
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FIGURE 10. Execution time comparison with health new tweets dataset.

corpora. The proposed topic modeling technique execution
time is compared with LDA and LSA using tweets of health
news big dataset. Topic modeling process based on the prob-
ability distribution of topics and words and documents with
greater probability in every topic with utilization of poste-
rior distribution. In this comparison Gibbs sampling most,
prominent method is used for LDA. The algorithm enhanced
the computational cost for documents, topics, and words due
to several numbers of iterations. Fig.10 shows that proposed
technique execution time is stable with increased numbers of
topics and improved than its competitors LDA and LSA.

V. CONCLUSION
Biomedical text documents are continuously increasing
nowadays while analyzing these documents is very impor-
tant for discovering the valuable resource of information.
Archives of biomedical text documents like PubMed is pro-
viding valuable services for the Scientific Community. Topic
Modeling is a popularmethod that discovers the hidden theme
and structure in unorganized biomedical text documents.
These documents structure is used for searching, indexing
and summarizing of documents. In machine learning, fuzzy
techniques are widely used for biomedical image process-
ing and text processing. Existing topic modeling techniques
are the focus on linear algebra and statistical distribution
approaches. In this paper, we proposed a topic modeling
technique that discovers the latent semantic topics from
biomedical documents. The proposed topic modeling tech-
nique obviates the negative effect of word redundancy in
biomedical documents and its performance is enhanced and
greater than RedLDA and LDA for redundant corpora. Pro-
posed topic modeling technique improves the classification
accuracy for biomedical datasets and provides a new tech-
nique for text mining over biomedical datasets. The clustering
results of proposed topic modeling technique are better with
various numbers of topics. Furthermore, experimental results
show that the time performance of the proposed topic mod-
eling technique is stable with increased in numbers of topics.
The proposed topic modeling technique has the flexibleness
to work with an extensive variety of fuzzy clustering and

dimension reduction techniques. Additionally, the proposed
topic modeling technique works with discrete and continuous
data and estimates the number of topics in biomedical docu-
ments. Quantitative evaluation of six datasets shows that the
proposed technique outperforms progressive baselines with
vital enhancements. The experimental results indicate that
the proposed topic modeling technique is a strong method
that identifies the hidden structure in the biomedical dataset.
Experiments results also show that proposed topic modeling
technique classification and clustering performance is higher
than state-of-the-art baselines topic models such as FLSA,
LDA, and LSA.
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