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ABSTRACT Passenger flow prediction is the key to operation efficiency and safety of urban rail transit
(URT). This paper combines the deep learning (DL) theory and support vector machine (SVM) into the
DL-SVM model for URT passenger flow prediction. Firstly, the deep belief network (DBN) was adopted to
extract the features and inherent variation of passenger flow data. On this basis, an SVM regression model
was constructed to predict passenger flow. Then, the proposed model was compared with three shallow
prediction models through experiments on QingdaoMetro. The results show that the DL-SVM outperformed
the other models in accuracy and stability. The research findings shed important new light on the passenger
flow prediction in the URT system.

INDEX TERMS Big data analysis, deep belief network (DBN), support vector machine (SVM), passenger
flow prediction, urban rail transit (URT).

I. INTRODUCTION
Urban rail transit (URT) is a fast, safe and comfortable
mode of transport in urban traffic network. The URT effi-
ciency depends heavily on parameters like passenger volume,
vacancy rate and speed. With the continuous accumulation
of these parametric data, it is now possible to predict the
passenger flow of the URT through big data analysis.

The passenger flow of the URT [1] refers to the number
of people entering metro stations and related facilities per
unit time. This parameter is critical to the rational planning of
metro traffic network, allocation of metro stations and related
facilities, and formulation of metro operation plan. The URT
systemmay not satisfy the travel demand of passengers, if the
passenger flow is not predicted accurately.

The passenger flow within a short period is known as the
short-term passenger flow [2].Within the short period of time,
the passenger flow appears and disappears rather quickly
and randomly, making it hard to grasp the law of its occur-
rence. Compared with long-term travel demand, the short-
term travel demand of passengers is difficult to fulfill through
the URT operations. After all, the train frequency, train speed
and line condition vary from time to time. This calls for
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accurate prediction of short-term passenger flow in the URT,
that is, the calculation of the passenger flow in the next
or more periods based on the variation law and intrinsic
relationship of the historical data.

Currently, the short-term passenger flow of the URT is
often examined within the periods of 5min, 10min or 15min.
The shorter the period, the more random the passenger flow
per unit time, and the harder it is to predict the short-term
passenger flow. In this paper, the deep learning (DL) theory
and support vector machine (SVM) are integrated into the
DL-SVM prediction model, and applied to predict the exact
short-term passenger flow of the URT.

II. LITERATURE REVIEW
Short-term passenger flow is often predicted by linear mod-
els. In these models, the prediction function is obtained
through linear mapping of historical data, aiming to approx-
imate the trend of historical data. For example, Kumar and
Vanajakshi [3] constructed an autoregressive integrated mov-
ing average (ARIMA) model to forecast short-term traffic
flow, which estimates the parameters using the recursive
least squares method with forgetting factor. Ye et al. [4]
established an ARIMA model with 7-day average passenger
flow, and relied on it to project the daily passenger flow in
Shanghai Metro. Haworth et al. [5] analyzed the stationary
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and periodic features of autocorrelation function and par-
tial autocorrelation function, eliminated trend and periodicity
from the original data, and put forward an ARIMA model to
predict metro passenger flow based on the product between
periodicity and short-term correlation of the processed data.
Wang et al. [6] forecasted short-term passenger flow at
metro stations with both backpropagation neural network
(BPNN) and Kalman filter, revealing that the Kalman fil-
ter achieved relatively small mean absolute error (MAE)
and mean squared error (MSE). Zhang et al. [2] devel-
oped an adaptive Kalman filter based on the original
Kalman filter, the seasonal-difference autoregressive moving
average (ARMA) model and the generalized autoregressive
conditional heteroscedasticity (ARCH) model, and experi-
mentally verified that the adaptive Kalman filter is a desirable
tool to solve short-term passenger flow problems with high
fluctuation.

In real-world URT systems, passenger flow varies greatly
with the elapse of time, and the relevant data are highly
nonlinear and stochastic. The short-term variation of metro
passenger flow can be illustrated well with nonlinear models
based on wavelet theory, chaotic theory and nonparametric
regression method. For instance, Sun et al. [7] combined
wavelet theory and neural network into a wavelet neural
network that can forecast passenger flow and traffic flow in an
accurate manner. Considering the self-similarity, singularity
and fractality of traffic flow data, Lin et al. [8] constructed
a non-parametric dynamic time-delay recursive wavelet neu-
ral network, and experimentally proved the long-term and
short-term prediction effects of the network. Jiang et al. [9]
decomposed the intraday passenger flow data into sequences
of multiple scales, observed the chaotic features of the data,
and reconstructed the phase space. Li et al. [10] used the
Lyapunov exponent to prove the obvious chaotic features
of passenger/traffic flow data, and then processed passenger
flow data according to phase space reconstruction theory
and fractal theory. Hou et al. [11] estimated the short-term
traffic flow by the k-nearest neighbors (k-NN) model and the
linear time series model, and learned that the k-NNmodel has
certain advantages over the other model.

More and more machine learning methods have been
adopted to handle the various influencing factors of metro
passenger flow. For example, Wei and Chen [12] introduced
the theory of empirical mode decomposition into BPNN, and
then divided to prediction of short-term passenger flow in
the URT into three phases. Chen and Wei [13] compared
the performance of neural network and the ARIMA model
in passenger flow prediction. Yang and Hou [14] proposed
a recurrent neural network with delays, which can forecast
passenger flow in the next 5min with a greater-than-90 %
accuracy.

Along with the stricter demand of prediction accuracy,
shallow learning (SL) machines have been gradually replaced
with DL machines in relevant studies. The original data are
often subjected to multi-level feature extraction, making it
easier for the learning machines to decipher the inherent law.

For instance, Lv et al. [15] designed a DL prediction model in
the light of the inherent time-space relationship in traffic flow
data. Huang et al. [16] acquired the features of traffic flow
data through unsupervised learning, using belief network
model and multitask regression model.

III. MODEL CONSTRUCTION
In this paper, we design and implement DL-SVM prediction
model based on deep learning theory and support vector
regression theory. The DL-SVM model consists of a DBN
model in the lower part and an SVM regression model in
the upper part. The DBN model extracts the features from
the historical data on short-term passenger flow of the URT,
while the SVM regression model predicts the short-term
passenger flow of the URT. The robustness and stability of the
DL-SVM model was enhanced by unsupervised weighting
and supervised finetuning.

A. THE SVM REGRESSION MODEL
Let T = {(xi, yi) , i = 1, 2, . . . ,Z} , xi ∈ R, yi ∈ R be the set
of Z training samples. The SVM-based regression takes place
in three steps: setting up the nonlinear mapping relationship
between input and output, mapping the original data to a high-
dimensional feature space, and processing the feature space
with regression equation f (x).
If the data are linearly inseparable, nonnegative relaxation

variables (δ and δ∗), penalty factor (P) and insensitive loss (ε)
will be introduced to convert the data into linearly separable
form. Then, the optimization problem can be defined as:

min
1
2
‖ω‖2 + P

∑n

i=1
(δi + δ∗i )

s.t. yi − (ωx + b) ≤ ε + δi, (ωx + b)− yi ≤ ε + δ∗i ,

δ, δ∗ ≥ 0, i = 1, 2, . . . , n (1)

The optimization problem can also be written as:

max
∑n

i=1
ai −

1
2

∑n

i=1

∑n

j=1
aiajxixjyiyj

s.t.
∑n

i=1
aiyi = 0, 0 ≤ ai ≤ P(i = 1, 2, . . . , n) (2)

Kernel function needs to be integrated into the SVM to pre-
vent the curse of dimensionality in high-dimensional space.
The common kernel functions are listed in Table 1 below.

The performance of the SVM regression model directly
hinges on the selection of the penalty factor, the kernel func-
tion and the insensitive loss. In this paper, the combination of
parameters is optimized by a heuristic algorithm.

In order to obtain the optimal combination of parameters,
genetic algorithm is used as the parameter optimization
method to optimize the parameters of support vector
regression machine. Specifically, the parameter combination
(P, σ ) was optimized by the genetic algorithm (GA)
[17]–[20]. The GA, known for its powerful search ability,
mainly includes a coding plan, a fitness function and several
genetic operators.
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TABLE 1. Common kernel functions.

1) CODING
Firstly, the parameter combination is expressed as a set of
chromosomes in the form of random binary numbers. Each
binary number represents a genetic locus. The binary coding
lengths of P and σ can be respectively computed by:

Plength = log2[(Pmax − Pmin) ∗ 100] (3)

σlength = log2[(σmax − σmin) ∗ 100] (4)

2) FITNESS CALCULATION
The fitness function ensures that GA can iteratively search
for the optimal solution. During the iterative optimization,
the fitness of each parameter combination was computed by
the fitness function, and the one of the highest fitness is taken
as the optimal parameter combination of the current genera-
tion. When the fitness remains unchanged or the maximum
number of iterations has been reached, the GA is considered
to have converged to the optimal solution. In this paper,
the MSE is adopted to evaluate the quality of the optimal
solution of the GA:

MSE =
1
T

Z∑
i=1

(f (xi)− y∗i )
2

where, T is the number of training samples; f (xi) is the
predicted value; y∗i is the actual value.
The fitness function can be defined as:

Fit (P, σ ) =


1

MSE
, MSE 6= 0

FitBest + 1, MSE = 0

where, FitBest is the fitness of the optimal parameter combi-
nation (P, σ ).
If theMSE of a set of solutions is very small, then the SVM

regression model trained by the parameters can make close-
to-reality predictions, that is, the current parameter combina-
tion (P, σ ) has high adaptability.

3) GENETIC OPERATIONS
TheGA continues to converge to the optimal solution through
three genetic operations, namely, selection, crossover and
mutation. Meanwhile, the population diversity is maintained

to prevent the algorithm from falling into the local optimum
trap.

The selection mainly retains the high-quality parameter
combination (P, σ ), and takes it as the parent of the next gen-
eration, such as to continuously improve the overall quality
of the solution population.

In this paper, roulette selection is employed to select the
parent (P, σ ) parameter combination. The probability Pi of
a parameter combination to be selected as the parent was
measured by the training fitness:

Pi =
Fiti∑N
i Fiti

Qi =

i∑
k=1

Pk, k = 1, 2, . . . i

where,N is the population size;Fit i is the fitness of parameter
combination i; Qi is the cumulative probability of parameter
combination i. A random threshold R ∈ (0, 1) was introduced
as the judgement criterion. IfQi−1 < R < Qi, then parameter
combination i will be selected as the parent for the new
generation.

4) ALGORITHM FLOW
The GA-based optimization of parameter combination (P, σ )
can be summed up as:

Step 1: Initialize the parameters of the GA and the
SVM regression model, such as the crossover probability,
the mutation probability, the maximum number of iterations,
the insensitive loss and population size.

Step 2: Determine the range of the parameter combination
(P, σ ).
Step 3: Establish the N × (Plength + σlength) matrix and

randomly initialize the population.
Step 4: Calculate the fitness Fit(P, σ ) of each parameter

combination.
Step 5: Determine the parameter combinations that are

eligible for selection.
Step 6: Perform crossover and mutation of the selected

parameter combinations and update the population according
to the results.

Step 7: Judge if the GA has converged the optimal solution
or if the maximum number of iterations has been achieved.
If yes, output the optimal solution; Otherwise, repeat Steps
4∼7.
Step 8: Use the optimal parameter combination (P, σ ) as

the parameters of the SVM regression model.

B. THE DBF MODEL
DBN model is used to complete the feature extraction of
short-term passenger flow data. By reconstructing the data
with each layer of model, a more abstract way of data
expression is formed, it highlights the inherent change law
of the short-term passenger flow data, which can be pro-
vide to SVM. The DBF model trains weights in two steps:
unsupervised weighting and supervised finetuning.
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FIGURE 1. Structure of the RBM.

1) UNSUPERVISED WEIGHTING
In the first step, the underlying network of the DBN model
is decomposed into multiple restricted Boltzmann machines
(RBMs), and the weights are generated layer by layer to
optimize the weight-eigenvector mapping on each layer.

The structure of the RBM is shown in Figure 1, where the
nodes v = {v1, v2, . . . , vi} ∈ {0, 1} belongs to the visible
layer (input layer) and the nodes h =

{
h1, h2, . . . , hj

}
∈

{0, 1} belongs to the hidden layer. Then, the combined energy
of vi and hj can be described as:

E (v, h, ϑ) = −
∑

i,j
wijvihj −

∑
i
aivi −

∑
j
bjhj (5)

where, ϑ = {wij, ai, bj} is connection weight and bias in the
RBM. Then, the joint probability distribution of visible layer
nodes and hidden layer nodes can be obtained as:

Pθ (v, h) =
1

Z(ϑ)
exp(−E (v, h, ϑ)) (6)

where, Z(ϑ) is the normalization factor. If the visible layer
nodes are known, then the probability that the j-th node in the
hidden layer is 0 or 1 can be obtained as.

P
(
hj=1 | v

)
=

1
1+ exp(

∑
j wijvi − bj)

Similarly, if the hidden layer nodes are known, then the
probability that the i-th node in the visible layer is 0 or 1 can
be obtained as:

P (vi=1 | h) =
1

1+ exp(
∑

j wijhj − ai)

By Equation (6), the likelihood function Pϑ (v) of the input
v can be from the edge distribution of Pθ (v, h) to the hidden
layer node h as:

Pϑ (v) =
1

Z(ϑ)

∑
h

exp (vwh+ bh+ av)

According to the maximum likelihood method, the maxi-
mum value of Pϑ (v) is needed to determine the parameters

FIGURE 2. Comparison of RBM visible layer and reconstructed visible
layer.

FIGURE 3. The flow of supervised finetuning.

of the RBM. The likelihood algorithm can be redefined as:

L (ϑ) =
1
N

N∑
n=1

logPϑ (v(n))

where, N represents the number of visible layer nodes.
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FIGURE 4. Passenger flows at 5min periods.

Since all visible and hidden layer nodes in the RBM satisfy
Maxwell-Boltzmann distribution, the hidden layer h can be
obtained by P (v | h), and the visible layer v∗ can be obtained
by P (v | h). The process is explained in Figure 2 below.

The unsupervised weighting can be summarized as:
Step 1: Input the sample data v into the visible layer of the

RBM, and initialize the connection weight w.
Step 2: Update the state of hidden layer node hj is updated,

and compute the P
(
vi, hj

)
= vi × hj for each (vi, hj).

Step 3: Reconstruct v∗ according to the state of hidden
layer node hj, derive h∗ from v∗, and compute P

(
v∗i , h

∗

j

)
=

v∗i × h∗j .
Step 4: Update the weight of each (vi, hj) , wij = wij + l ∗

(P
(
vi, hj

)
− P

(
v∗i , h

∗

j

)
);

Step 5: Input another sample data, and repeat Steps 1∼4.

2) SUPERVISED FINETUNING
The DBN model finetunes the weights in a way like the
weight training of the traditional neural network: the error
between the predicted and actual values is transmitted back
to each layer of the neural network, and then minimized by
adjusting the weight of each layer.

In the DBNmodel, the matrix of short-term passenger flow
data is taken as the input vector {v, target} of theDBN, and the
trained neural network outputs the output vector {v∗, target}.
Then, the DL-SVM model predicts the short-term passenger
flow v∗∗ based on the v∗. The error between v∗∗ and the actual
value is transmitted back to the bottom layer of the DBN, and
the weight of each layer is adjusted accordingly.

The supervised finetuning is illustrated in Figure 3.

IV. EXPERIMENTS AND BIG DATA ANALYSIS
Our experiments use the actual data on two-week passenger
flow collected in Qingdao Metro in May, 2018. The data
were divided into two parts: the workday dataset and the
weekend dataset, because the workdays and weekends differ
greatly in travel behavior and passenger flow trend. The daily
mean incoming passenger flow was 37,529 on workdays and
40,962 onweekends. The statistical periods of passenger flow
were set to 5, 10, 15 and 30min, respectively. The results of
big data analysis are displayed in Figures 4∼7.
The model parameter of DL-SVM model is shown

in Table 2.
On both datasets, the passenger flow curves were increas-

ingly smooth, with the increase of statistical period, indicat-
ing that metro passenger flows within small time intervals are
highly stochastic. It can also be seen that metro passenger
flow is mainly influenced by longitudinal randomness and
lateral periodicity.

Let {Aij be the predicted metro passenger flow,
Ai−1,j,Ai−2,j, . . . ,Ai−n,j} be the metro passenger flows in
the same period of the previous n days, and
{Ai,j−1,Ai,j−2, . . . ,Ai,j−n} be the metro passenger flows in
the first m periods of the current day. The latter two sets
respectively describe the periodic effect and stochastic effect
of metro passenger flow. On this basis, the sample data for
DL-SVMmodel prediction can be expressed as eq., shown at
the bottom of this page:

Taking the 5m period dataset as an example, the data
were collected consecutively for 18h (6:00∼24:00) each
day. In each hour, 12 groups of data were recorded. The
data on one of the days were too sparse to use, and were


Ai−n,j−m . . . Ai−2,j−m Ai−1,j−m Ai,j−m−m . . . Ai,j−m−1 Ai,j−m
. . . . . . . . . . . . . . . . . . . . . . . .

Ai−n,j−2 . . . Ai−2,j−2 Ai−1,j−2 Ai,j−m−2 . . . Ai,j−3 Ai,j−2
Ai−n,j−1 . . . Ai−2,j−1 Ai−1,j−1 Ai,j−m−1 . . . Ai,j−2 Ai,j−1
Ai−n,j . . . Ai−2,j Ai−1,j Ai,j−m . . . Ai,j−1 Ai,j


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FIGURE 5. Passenger flows at 10min periods.

FIGURE 6. Passenger flows at 15min periods.

FIGURE 7. Passenger flows at 30min periods.

thus eliminated. The remaining 190 groups of data were
randomly disturbed to avoid overconcentration in a specific
period. The first 170 groups of data were taken as training
samples, and the last 20 groups as test samples. Through
the experiments, the DL-SVM model was compared with
three common prediction models, namely, the particle swarm
optimization (PSO)-SVM, the GA-SVM and the BPNN. The
experimental results are displayed in Figure 8 below.

As shown in Figure 8, all models managed to predict
the change law of short-term passenger flow, with a small
deviation from the actual value.

Then, the performance of each model was evalu-
ated by four indices: the MSE, the MAE, root mean

square error (RMSE) and mean absolute percentage
error (MAPE) [21]. The evaluation results are given
in Table 3.

It can be seen that the DL-SVM outperformed all three
models, indicating that this model can be applied to predict
the short-term passenger flow in actual metros. It shows
that DL-SVM model based on depth structure has strong
algorithm performance in data sets with strong random-
ness and large data volume. Based on the principle of in-
depth learning, the model constructs a deeper prediction
model, extracts the characteristics of data by increasing the
depth of network, and makes the inherent law of data more
obvious.
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FIGURE 8. The experimental results.

TABLE 2. The model parameter of DL-SVM.

TABLE 3. The model performance.

V. CONCLUSION
1) The proposed DL-SVM model enjoys excellent pre-

diction accuracy, and provides accurate data for the
operations of the URT system.

2) Through big data analysis, the trends of workday and
weekend passenger flows were derived from the histor-
ical data, making it possible to know the passenger flow
in the upcoming hours.

3) The intrinsic variation of the short-term passenger flow
data lays a good basis for model training.

4) The DL-SVM model can effectively extract features
from the short-term passenger flow data of the URT,
thanks to the deep network structure and big data anal-
ysis. The feature extraction suppresses the noise in the
data, and promises a good prediction performance.

5) Starting from the practical problems of metro opera-
tion, this paper mainly studies the prediction of short-
term passenger flow. The model prediction accuracy
threshold is improved by expanding the statistical time
interval.
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