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ABSTRACT High-dimensional data often cause the ‘‘curse of dimensionality’’ in data processing.
Dimensionality reduction can effectively solve the curse of dimensionality and has been widely used in high-
dimensional data processing. However, the existing dimensionality reduction algorithms neglect the effect
of noise injection, failing to account for the datasets of large variance within classes and not effectively
considering the stability of dimensionality reduction. To solve the problems, this paper proposes a weighted
local discriminant preservation projection algorithm based on an ensemble imbeddedmechanismwithmicro-
noise injection (n_w_LPPD). The proposed algorithm aims to overcome the problem of large variance within
classes and introduces an ensemble projection matrix via Bayesian fusion mechanism with micro-noise to
enhance the antijamming capability of the model. Ten public datasets were used to verify the proposed
algorithm. The experimental results demonstrated that the proposed algorithm is significantly effective,
especially for the case of small sample datasets with high intraclass variance. The classification accuracy
is improved by at least 10% compared to the case without dimensionality reduction. Even compared with
some representative dimensionality reduction algorithms, the proposed n_w_LPPDhas significantly superior
classification performance.

INDEX TERMS High-dimensional data, curse of dimensionality, ensemble projection matrix, Bayesian
fusion, manifold learning, dimensionality reduction, small sample datasets.

I. INTRODUCTION
Most of the data generated in real life have high dimension-
ality. However, high-dimensional data often cause the curse
of dimensionality in data processing. Manifold learning has
provided effective ways to improve classification accuracy
and generalization ability as well as reduce the complexity
and runtime of the model, which helps to solve the curse
of dimensionality for high-dimensional data and plays an
important role in classification. Therefore, manifold learn-
ing has been widely applied to deal with high-dimensional
data [1]–[4].

The associate editor coordinating the review of this manuscript and

approving it for publication was Larbi Boubchir .

Manifold learning assumes that the features of the dataset
are located or approximated on a low-dimensional mani-
fold embedded in a high-dimensional observation space [5].
Therefore, the basic idea of manifold dimensionality reduc-
tion is to obtain a low-dimensional representation of the
dataset by maintaining the global geometric properties of the
intrinsic low-dimensional manifold. A typical representative
algorithm of manifold dimensional reduction is the locality
preserving projections (LPP) algorithm, which optimally pre-
serves the neighborhood structure of the dataset [6] and has
received extensive attention. However, the LPP algorithm still
has some shortcomings. For example, this algorithm is sensi-
tive to the number of neighborhood samples. In addition, LPP
suffers from the small sample size problem, which means that
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when the dimension size is larger than the number of samples,
the data matrix becomes singular. Since inverting the data
matrix is a necessary operation for LPP, it is imperative to
overcome the small sample problem [7].

In order to overcome these shortcomings, improved LPP
algorithms have been developed [8]–[27]. Yu et al. [8] pro-
posed the enhanced LPP algorithm, which addresses the sen-
sitivity of LPP to noise and outliers by introducing a robust
path into the computational affinity matrix . Li et al. [9]
proposed the bilateral LPP (BLPP) algorithm, which adds
a filter term after the Euclidean distance function of the
model to balance the weight of each edge of the sample.
Some scholars have optimized LPP by introducing a kernel
function [10], [11]. In addition, some special optimization
methods have also been used to overcome the small sam-
ple size problem for the LPP [12]–[14]. The representa-
tive algorithm is optimal LPP (OLPP) [12], which converts
the singular eigen-computation to eigenvalue decomposition
problems without losing any discriminative information. The
class-regularized LPP (CR-LPP) algorithm [13] proposed by
Chao et al. considers global and local prior information to
prevent the data matrix from becoming a singular matrix.
This algorithm aims to maximize class independence while
maintaining local feature similarity through dimensional-
ity reduction. Zhang [14], propose a 2DNPP that extracts
neighborhood preserving features by minimizing the Frobe-
nius norm-based reconstruction error. Some scholars have
used unlabeled data to assist in the discovery of manifold
structures with labeled data to overcome the small sample
problem [15]–[17]. Recently, many scholars have proposed
improved dimensionality reduction methods that combine
the LPP algorithm with other dimensionality reduction algo-
rithms [18]–[21]. For example, the Fisher LPP (FLPP) algo-
rithm [18] introduces a newly defined matrix that is used
to create neighborhood graphs for different classes of sam-
ples. Discriminant LPP based on maximum margin criterion
(DLPP/MMC) [19] connects DLPP-generated terms using
criteria based on maximummargins to construct DLPP based
on the MMCs. Discriminant information [20]–[25], regular-
ization constraints [25], [26] and tensors [27] have also been
used by some scholars to improve the LPP algorithm.

However, the improved LPP methods still overlook some
issues: 1) Noise injection is rarely considered in the design
of algorithms as a means of improvement. In fact, in a deep
learning network, Hinton and Graves et al. have increased the
generalization ability of the model by adding noise [28], [29].
Many regularization methods also solve the overfitting prob-
lem by adding noise to the training data [30]–[32]. Some
scholars believe that adding noise into the process of train-
ing could instruct the model to learn feature representations
that are robust to the effect of noise, thereby reducing the
risk of overfitting and improving the generalization ability
of the model [33]. 2) Most improved LPP-based algorithms
focus on increasing the variance between classes rather than
reducing the variance within classes. 3) There is a lack of
stability for high-dimensional small samples. When there

is a difference in data distribution between the training
data and the test data, the results of a predictive learner
can be degraded [34]. The problems above are widespread
across datasets but are nonetheless neglected by LPP-related
algorithms.

To solve these problems, this paper proposes a weighted
local discriminant preservation projection ensemble algo-
rithm with embedded micro-noise. The algorithm proposed
in this paper uses the following main procedures. First,
the training samples are randomly sampled, and micro-noise
is added. Second, the noisy samples are mapped according
to the designed objective function. Third, the first two oper-
ations are repeated to obtain multiple projection matrices.
Finally, the ensemble projection matrix via Bayesian fusion
is introduced to construct the final projection matrix.

The main contributions and innovations of this paper can
be stated as follows:

1) Noise injection is introduced to improve the generaliza-
tion ability of the model. Micro-noise injection into the
process of training could instruct the model to learn fea-
ture representations that are robust to the effect of noise,
thereby reducing the risk of overfitting and improving
the generalization ability of the model.

2) The objective function is improved, so the dataset with
the largest intraclass variance is prioritized, helping the
proposed algorithm better handle datasets with large
intraclass variances.

3) In order to further enhance the stability of the algorithm,
an ensemble projection matrix via Bayesian fusion is
introduced to construct the ensemble LPP projection
matrix.

The remainder of this paper is organized as follows.
In section II, the related works about the proposed method
are described in this paper. Section III mainly introduces
the design of the proposed algorithm. Section IV shows
the experimental results and verifies the effectiveness of the
proposed algorithm. Section V presents a discussion and
conclusion.

II. RELATED WORKS
In this section, some representative dimensionality reduction
methods are reviewed briefly. These methods comprise prin-
cipal component analysis (PCA), linear discriminant analy-
sis (LDA), LPP, locality preserving discriminant projections
(LPDP), local discriminant preservation projection (LDPP),
ensemble discriminative local metric learning (EDLML),
globality-locality preserving projections (GLPP) and other
feature selection methods such as P-value, correlation coeffi-
cient, relief, and the least absolute shrinkage and selection
operator (LASSO). The main principles of some of these
methods are written below. Before proceeding, we need to
introduce some notation.

In this paper, the data matrix is denoted as X =

{x(1)1 , x(1)2 , · · · , x(1)N1
, x(2)1 , x(2)2 , · · · , x(2)N2

, · · · , x(C)1 , x(C)2 , · · · ,

x(C)NC } ∈ RN×K and x(i) = {x(i)1 , x
(i)
2 , · · · , x

(i)
Ni } denotes the
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ith class samples, where N = N1 + N2 + · · · + NC is the
number of samples, C is the number of classes, and K is the
dimensionality. The label vector of data is denoted as y =
[y1, y2, · · · , yN ]T ∈ RN . Let U = (u1, u2, · · · , um) ∈ RK×k

represent the projectionmatrix that is used to map the original
data from RN×K to a new low-dimensional space RN×k .

A. PRINCIPAL COMPONENT ANALYSIS (PCA)
PCA [35] is one of the most commonly used techniques for
dimension reduction in many applications, such as neuro-
science, genomics, and finance. This method extracts latent
principal factors that preserve most of the variation in the
dataset. Let X have a mean of zero, and let its covariance
matrix be

∑
. With this formalism, the objective function of

PCA can be expressed as{
min
U

Tr(UTXXTU )

s.t. UTU = I
⇔

{
min
U

Tr(UT6U )

s.t. UTU = I
(1)

PCA seeks the top k eigenvectors of
∑

as projection
direction vectors and projects the original high-dimensional
data onto the low-dimensional space spanned to achieve the
goal of dimensionality reduction.

B. LINEAR DISCRIMINANT ANALYSIS (LDA)
The idea of LDA [36] can be summarized as follows: the
variance within classes after projection is minimized, and the
variance between classes is maximized. The target function
can be expressed as

max
U

Tr(UT SBU )
Tr(UT SWU

(2)

where SB is the between-class scatter matrix, SW is the within-
class scatter matrix.

C. LOCALITY PRESERVING PROJECTIONS (LPP)
LPP [37] aims to optimally preserve the neighborhood struc-
ture of data, and the objective function of LPP minimizes
the distance between those data points with neighborhood
relations in the raw data space (i.e., locality preservation).
Generally, the LPP model can be formulated as

min
U

N∑
i,j=1

Aij
∥∥∥UT xi − UT xj

∥∥∥2
F

(3)

where A ∈ RN×N is the affinity matrix and Aij = 0 if xi and
xj are not adjacent.

D. LOCALITY PRESERVING DISCRIMINANT
PROJECTIONS (LPDP)
The LPDP algorithm [20], proposed in 2009 by Gui et al.,
aims to optimally preserve the neighborhood structure of
data, thereby enhancing global class discrimination after pro-
jection. The objective function of LPDP [38] is written as

min
U

Tr(UT (XLXT − (SB − µSW ))U )

s.t. UTXDXTU = I (4)

where L = D − A is a Laplacian matrix, Dii =
∑
j
Aij is a

diagonal matrix.

E. LOCAL DISCRIMINANT PRESERVATION
PROJECTION (LDPP)
The LDPP algorithm [21] aims to capture neighborhood
structure and local discrimination. The objective function of
LDPP can be described as

max
U

Tr(UT (SLB − λ(µSLW + γXLXT ))U ) (5)

where SLB is the local between-class scatter matrix and SLW
is the local within-class scatter matrix.

F. ENSEMBLE DISCRIMINATIVE LOCAL METRIC
LEARNING (EDLML)
The EDLML algorithm [39] aims to learn a subspace to keep
all the samples in the same class as close together as possible,
while those from different classes are separated. The learned
local metrics are then used to build an ensemble metric. The
objective function of EDLML can be formulated as

argmin
Ui

Tr(UT
i

k∑
j=1

Aijuij(xi − xij)T (xi − xij)Ui)

s.t. argmin
uij

k∑
i=1

∥∥∥∥∥∥xi −
k∑
j=1

uijxij

∥∥∥∥∥∥
2

k∑
j=1

uij = 1, uij ≥ 0, j = 1, 2, . . . , k (6)

where uij represents the contribution of the jth sample to the
ith reconstruction. A means the affinity matrix, and

Aij=

{
1, if xj is near xiand they have the same label
−1, if xj is near xiand they have the different labels.

In [39], EDLML has only an affinity matrix, as in the
simple-minded method (Eq. (12)). We extended the affinity
matrix of EDLML to obtain a heat-kernel mode (Eq. (13)) as
follows:

Aij =


e−
‖xi−xj‖

2

t , if xj is near xi and they have
the same label

−e−
‖xi−xj‖

2

t , if xj is near xi and they have the
different labels

G. GLOBALITY-LOCALITY PRESERVING
PROJECTIONS (GLPP)
The GLPP algorithm [40] replaces the original graph Lapla-
cian of LPP with a new graph Laplacian to present a new
supervised dimensionality reduction algorithm. The objective
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function of GLPP can be described as

argmin
u

(
∑
i,j∈C

(uTmi − uTmj)2Bij

+β(
∑
c∈C

∑
i,j∈c

(uT xi − uT xj)2Sij)) (7)

where S and B are the adjacency weight matrices of the
dynamic factor objective term and the static factor objective
term, respectively. mi means the center of the ith class.

III. THE PROPOSED METHOD
In this part, the proposed algorithm is introduced. The pro-
posed algorithm in this paper addresses three points. First,
it introduces random subspace sampling and adds Gaussian
micro-noise to the training data. Second, a method of noise-
embedded LPPD (improved Locality preserving projection
discriminant model) is established based on the proposed
objective function. Finally, ensemble projection matrix via
Bayesian fusion is used to construct the final projection
matrix.

In the first part, the number of sampled samples (ns) and the
number of subspaces (p) are used. The relationship between
the signal and the Gaussian micro-noise must comply with
Eq. (8):

Ab ≤
1
M

min distance(u(p), u(q)) (8)

where Ab represents the maximum amplitude of the Gaus-
sian noise, min distance(u(p), u(q)) represents the minimum
distance between the centers of the different classes, and M
represents the ratio of min distance(u(p), u(q)) to Ab. Consid-
ering that the label of the sample cannot be changed due to
the addition of noise, the amplitude of the noise should not
be excessively large. According to statistical knowledge, the
value range ofM is between 50 and 1000.
Then, feature transformation is performed on the sampled

subsets with micro-noise (named X
′1
train,X

′2
train, · · · ,X

′p
train).

The algorithm proposed – noise-embedded locality preserv-
ing discriminant projections (n-LPPD) – takes into account
the similarities between samples, removing some samples far
away from the center of the class. Assuming that the number
of samples for the cth class is kmc, the total number of samples

after sampling is km =
C∑
c=1

kmc.

The algorithm is proposed to make the samples of the
same class as close as possible after the mapping. It can be
described as

min
Un

C∑
c=1

∥∥∥∥UnT x
′(c)
− UnT x

′(c)
w

∥∥∥∥
∣∣∣∣∣
x ′(c)∈Xwc

= min
Un

C∑
c=1

(UnT (x
′(c)
− x

′(c)
w )(x

′(c)
− x

′(c)
w )TUn)

∣∣∣∣∣
x ′(c)∈Xwc

= min
Un

UnT S∗WLU
n(n = 1, 2, · · · , p) (9)

where S∗WL =
C∑
c=1

∑
x ′(c)∈Xwc

(x
′(c)
− x

′(c)
w )(x

′(c)
− x

′(c)
w )T means

the local within-class scatter matrix, x
′(c)
w =

1
kmc

kmc∑
i=1,x∈Nkmc (m)

x(c)i + b
(c)
i is the center of the cth local class for S∗WL compu-

tation with micro-noise, b is the micro-noise, b(c)i denotes the
ith micro-noise added to the cth class.

In the similar way, the samples of different classes are as
far apart as possible after mapping can be described as

max
Un

C∑
c=1

∥∥∥∥UnT x
′(c)
b − U

nT x
′

b

∥∥∥∥
∣∣∣∣∣
x
′(c)
b ,x

′

b∈Xbc

= max
Un

C∑
c=1

(UnT (x
′(c)
b − x

′

b)(x
′(c)
b − x

′

b)
TUn)

∣∣∣∣∣
x
′(c)
b ,x

′

b∈Xbc

= max
Un

UnT S∗BLU
n(n = 1, 2, · · · , p) (10)

where S∗BL =
C∑
c=1

(x
′(c)
b − x

′

b)(x
′(c)
b − x

′

b)
T means the local

between-class scatter matrix, x
′

b =
1
km

km∑
i=1,x∈Nkm (m)

xi + bi is

the center of local part for S∗BL computation with micro-noise,

x
′(c)
b =

1
Nlc

Nlc∑
i=1,x∈Nkm (m)

x(c)i + b
(c)
i is the center of the cth local

class for S∗BL computation with micro-noise, and Nlc is the
number of the cth class in the local part.

Furthermore, locality preservation can be described as

C∑
c=1

Nc∑
i=1

N∑
j=1

Acij
∥∥∥UnT x

′(c)
i − U

nT x
′

j

∥∥∥2
F

∣∣∣∣∣∣
x
′(c)
i ,x

′

j ∈X
′n
train

= (2
C∑
c=1

(UnT (
Nc∑
i=1

x
′(c)
i Qciix

′(c)T
i

−

Nc∑
i=1

N∑
j=1

x
′(c)
i Acijx

′T
j )Un)

∣∣∣∣∣∣
x
′(c)
i ,x

′

j ∈X
′n
train

⇔

C∑
c=1

(UnTX
′(c)(Qc − Ac)X

′nT
trainU

n)

∣∣∣∣∣
X ′(c)⊂X

′n
train

=

C∑
c=1

(UnTX
′(c)(Q− A)X

′nTUn)

∣∣∣∣∣
X ′(c)⊂X

′n
train

= UnTX
′n
trainLX

′nT
trainU

n(n = 1, 2, · · · , p) (11)

where L = Q−A is a Laplacian matrix,Qcii =
∑
j
Acij is a diag-

onal matrix, Q =

Q1

. . .

QC

, and A =

A1

. . .

AC


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is the affinity matrix, calculated in the following ways [41].

Simple-minded: Acij =

{
1, if xci ∈ Nk (xj) ‖ xj ∈ Nk (x

c
i )

0, otherwise

(12)

Heat kernel:Acij =


e−
‖xi−xj‖

2

t , if xci ∈ Nk (xj) ‖
xj ∈ Nk (xci )

0, otherwise.

(13)

where t is the kernel parameter.
The objective function of the proposed algorithmminimiz-

ing the local intra-class scattering matrix while maximizing
the inter-class scattering matrix and preserving the locality of
the sample. With Eq. (9-11) and the limit of noise, the pro-
posed algorithm can be described as

min
Un

Tr(
UnT S∗WLU

n
+ UnTX

′n
trainLX

′nT
trainU

n

UnT S∗BLU
n ) (14)

Equation (14) can be equivalent to the Lagrangian function
as follows.

L(Un, λ) = UnT (S∗WL + λ(γX
′n
trainLX

′nT
train − µS

∗
BL))U

n (15)

The derivative of U is taken, and optimal solutions are
obtained.
∂L(Un, λ)
∂Un

∣∣∣∣
x
′

i ,x
′

j ∈X
′n
train

= 0

⇒
∂{UnT (S∗WL + λ(γX

′n
trainLX

′nT
train − µS

∗
BL))U

n
}

∂Un = 0

⇒ 2S∗WLU
n
+ 2λ(γX

′n
trainLX

′nT
trainU

n
− µS∗BLU

n) = 0

⇔ S∗WLU
n
= λ(µS∗BL − γX

′n
trainLX

′nT
train)U

n

⇒ (µS∗BL − γX
′n
trainLX

′nT
train)

−1S∗WLU
n
= λUn (16)

From Eq. (16), the projection matrix Un can be obtained
easily. The vector Un

k = (u1, u2, . . . , uk ) is comprised
of the top k eigenvectors of Un. Then, the original high-
dimensional data can be projected onto the low-dimensional
space spanned by columns Un

k to achieve dimensionality
reduction.

The vector Un
k was used to map X

′n
train and X

′n−
train(X

′n−
train =

X
′

train − X
′n
train, X

′

train denotes the training set with micro-
noise). The mapped data were named Z

′n
train and Z

′n−
train, respec-

tively. Z
′n
train was used to train the classifier, and the trained

classifier predicted the labels of Z
′n−
train. The prediction result

of the classifier for Z
′n−
train was recorded in a confusion matrix

namedCMn ∈ RC×C (C means the number of classes of sam-
ples). The element of the ith row and jth column in the matrix
is denoted as cmi,jn , indicating the number of data whose actual
label is Li and whose predicted label is Lj. According to CMn,
we can easily obtain the posterior probability matrix (LMn) of
the unknown sample by Eq. (17).

lmi,jn =
cmi,jn

cm·,jn
(17)

where lmi,jn means the posterior probability that the unknown
sample was predicted to be Lj and cm

·,j
n means the number of

samples classified as Lj.
In this paper, there are a total of p confusion matrices

similar to CMn; then, the confusion matrix after classifier
integration is

LM =
C∑
j=1

p∏
n=1

lmi,jn (18)

The prediction result of Z
′n−
train by the classifier was recorded

as L
′n−
train. According to the L

′n−
train, the probability that each test

sample belonged to each class was calculated by Eq. (18),
and the prediction label with the highest posterior probability
was used as the predicted output Lpre of the unknown sample.
The weight αn of the corresponding projection matrix Un

k is
calculated as shown below.

αn = (
NL∑

i=1,j=n

j)/(n ∗ NL), (n = 1, 2, · · · , p)

s.t. j = argmax
n
P(Un

k

∣∣∣L ipre) (19)

where P(Un
k

∣∣∣L ipre ) = LM i
n denotes the posterior probability

that the predictive label of the ith test sample is obtained by
the Un

k , NL denotes the number of Lpre.
Based on the procedure above, the final projection matrix

Ufinal
k is obtained by Eq. (20):

Ufinal
k =

p∑
n=1

αnUn
k (20)

Based on the description above, the process of the proposed
algorithm (n_w_LPPD) is as follows.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. SUBJECTS/DATABASE
In this paper, some representative dimensionality reduction
algorithms, including PCA, LDA, LPP, LPDP, and LDPP, are
used for comparisons. In the classification process, the classi-
fiers include support vector machine (SVM), extreme learn-
ing machine (ELM) and random forest (RF). The kernel
functions of SVM are linear kernels and radial basis function
(RBF) kernels. Some symbols are introduced in the algo-
rithms, and the parameters represented by these symbols are
listed along with their parameter settings in TABLE 1.

We tested the effectiveness of the algorithm on ten widely
used public datasets. Brief information about each dataset
is shown in TABLE 2. All experiments were carried out in
the following experimental environment: the experimental
operating systemwas 64-bitWindows 7, and the memory size
was 128 GB. The programming tool was MATLAB, 2014a.

In addition to the parameters in TABLE 1 that needed
to be set, we also needed to set the relevant parameters of
some classifiers. An SVM, an ELM and an RF were involved
in the classification operation. The kernel functions of the

143818 VOLUME 7, 2019
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TABLE 1. Symbols in the algorithm and their meanings.

SVM are the RBF kernel and the linear kernel. The number
of hidden neurons L of the ELM was set as 5000, and the
number of random trees in the random forest was set to 300.
The parameters M in Eq. (8) and p in Eq. (18) were set to
200 and 3, respectively. Other related parameters were set to
the default values.

B. COMPARISON AND ANALYSIS OF THE ALGORITHMS
This part of the experiment consists of two parts. The first part
compares the proposed algorithm with some representative
feature extraction algorithms. The second part compares the
proposed algorithm with some representative feature selec-
tion algorithms. Each experiment was repeated five times to
eliminate the interference caused by the occasionality.

The first group of experiments discusses the classification
performance of each feature extraction algorithm in an SVM
with a linear kernel, an SVMwith anRBF kernel, an ELMand
a random forest classifier. The experimental results for these
four types of classifiers are recorded in TABLE 3-6, respec-
tively. The significant differences between the proposed algo-
rithm and other comparison algorithms for the AD dataset
are reported in TABLE 7. Then, the proposed algorithm is
compared with the typical feature selection algorithm. The
experimental results are recorded in TABLE 8.

In TABLE 3-6, N_DR means the dataset without dimen-
sionality reduction, LPP(S) means the affinity matrix A cal-
culated in simple-minded mode, LPP(H) means the affinity
matrixA calculated in heat-kernel mode, and the same is true
of the others.

As shown in TABLE 3, the proposed n_w_LPPD algorithm
has the highest classification accuracy of all tested algorithms
in most datasets in the case of SVM with a linear kernel.
Especially for some datasets with small samples, such as AD
and LSVT, compared to N_DR, the classification accuracy
can be improved by more than 10%. Regarding AD and
LSVT, the proposed algorithm is significantly better than
other dimensionality reduction methods. One possible reason
is that both the AD and LSVT datasets have large inter-
invariance, and the proposed algorithm takes into account the
case of samples with large variance matrices compared to
other algorithms within the class. From TABLE 3, we can see
that the classification accuracy of the simple-minded mode is
lower than that of the heat-kernel mode. One possible reason
is that the heat-kernel mode takes into account the ‘‘close-
ness’’ relationship between the samples, while the simple-
minded mode does not consider this relationship and treats
all samples as identical. Almost all dimensionality reduction
algorithms are helpful for improving the classification of
data.
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TABLE 2. Basic information about datasets.
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TABLE 3. Classification results using an SVM with a linear kernel.

TABLE 4. Classification results using an SVM with an RBF kernel.

TABLE 5. Classification results using an ELM.

On the AD and PD datasets, as shown in TABLE 4,
the proposed algorithm achieves the best classification accu-
racy. Again, the proposed algorithm markedly improves the
classification accuracy of small sample datasets such as AD
and LSVT. On the Statlog and Pen-Digits datasets, the PCA
algorithm achieved the best result. One possible reason is that
the number of the Statlog and Pen-Digits datasets is suffi-
cient, resulting in a small difference between the traditional
dimensionality reduction algorithm and the manifold dimen-
sionality reduction algorithm. The same can also be seen from
the classification results. On the Statlog, Pen-Digits, LSVT,
Urban, LRS, and amazon datasets, the proposed algorithm
still outranks the other algorithms in classification accuracy.

On the AD, PD, Pen-Digits and amazon datasets, as shown
in TABLE 5, the algorithm proposed in this paper achieved
the highest classification accuracy of all tested algorithms.
On the LSVT dataset, the proposed algorithm is second
only to LDPP(H), and its classification result is only 0.48%
lower than that of the latter. On the Statlog, LRS, musk and
Urban datasets, the classification accuracy of the proposed
algorithm is within the top three algorithms overall. From the
table, the dimensionality reduction effects obtained by PCA
and LDA are the lowest. One possible reason is that PCA and
LDAare linear dimensionality reductionmethods, whichmay
perform well when variables and observations have a linear
relationship.
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TABLE 6. Classification results using an RF.

TABLE 7. Significant differences between n_w_LPPD and other algorithms (AD dataset and α ≤ 0.05).

TABLE 8. Comparison with the representative feature selection algorithms.

As shown in TABLE 6, the algorithm proposed in this
paper outperforms the other algorithms on the AD, Statlog
and LSVT datasets. On other datasets, the proposed algo-
rithm achieves the same classification effectiveness as other
algorithms. An interesting phenomenon is that n_w_LPPD(S)
is the highest-performing algorithm on the LSVT dataset.
A possible explanation for this phenomenon is that in the
case of the random forest as a classifier, there is no significant
difference between the two modes of the affinity matrix. This
phenomenon can also be found in ELM and SVM.

It can be seen fromTABLE 3-6 that the proposed algorithm
achieves satisfactory classification results regardless of the
classifier selected. This advantage is especially apparent on
small sample datasets such as AD, PD, and LSVT. The pos-
sible reasons are as follows: 1) The added micro-noise can
improve the generalization ability of the model, especially

for small sample sizes. 2) The datasets have large intraclass
variances, which are considered by the objective function.
3) Compared with the method of randomly dividing the train-
ing set in the traditional machine learning algorithm, multiple
sample subsets obtained by sampling the training set multi-
ple times may have an improved ability to characterize the
distribution of the dataset. 4) The introduction of ensemble
projection matrix via Bayesian fusion helps to construct the
ensemble LPP projection matrix, thereby improving the clas-
sification stability of the model. At the same time, it should
be noted that on some datasets, such as the Vehicle dataset,
the algorithm is not very effective. One possible reason is
that the added micro-noise does not match the training sets.
Another possible reason is that these datasets have small
intraclass variance, whereas the proposed algorithm is more
effective on datasets with large intraclass variances.
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Algorithm 1 The Proposed n_w_LPPD Algorithm
Input: The training dataset Xtrain →

{(x1, y1) , (x2, y2) , · · · , (xn, yn)}, the number of sampled
samples ns, the number of subspaces p, the regularization
coefficients µ and γ , the local numbers km and kmc, and
the new subspace’s dimensionality k .
1: For i = 1 to p do
2: From Xtrain → {(x1, y1) , (x2, y2) , · · · , (xn, yn)},

randomly choose a training set of size ns, and name this
set Xntrain;

3: Generate noise according to Eq. (8), and add it to Xntrain,
resulting in X

′n
train

4: End for
5: For i = 1 to p do
6: Calculate the sample center x ′ and the class center

x ′(c) of X
′n
train

;

7: Calculate the x
′

b, x
′(c)
b and x

′(c)
w ;

8: Calculate the scatter matrix S∗WL and S∗BL ;
9: Construct the affinity matrix A based on

Eq. (12) or (13);
10: Calculate the diagonal matrix Q ;
11: Calculate the Laplacian matrix L ;
12: Solve the projection matrix Un with Eq. (16);
13: Obtain the projection matrix Un

k
14: End for
15: Calculate LM with Eq. (18);
16: Calculate αn via Eq. (19);
17: Calculate the projection matrix Ufinal

k with Eq. (20).

Output: The projection matrix Ufinal
k

As shown in Table 7, in the AD dataset, no matter which
classifier is used, there is a significant difference between the
proposed algorithm (n_w_LPPD) and most of the dimension-
ality reduction algorithms used in this paper. These results
directly indicate the superiority of the proposed algorithm.

In order to further verify the effectiveness of the proposed
algorithm, some representative feature selection algorithms
are compared with the proposed algorithm. The representa-
tive feature selection algorithms include P_value, correlation
coefficient, and LASSO. When the correlation coefficient is
used for feature selection, the number of features selected
is consistent with the number of features of the algorithm
proposed in this paper.When LASSO is conducted for feature
selection, it uses ten-fold cross-validation to obtain the best λ
(penalty factor) and then determines its dimension according
to the degrees of freedom. The classifier used in the exper-
iment is an SVM (linear kernel function). The results are
recorded in TABLE 8.

As seen from TABLE 8, the proposed algorithm has
the highest classification accuracy in most cases. This also
directly proves the superiority of the proposed algorithm.
In TABLE 8, the classification accuracy of the P_Value
method is often very low. The probable reason is that when

FIGURE 1. The impact of noise injection on the generalization capabilities
of the model.

P_value is used for feature selection, the sample features
between different categories are required to have signifi-
cant differences, resulting in fewer features being selected.
Especially in the case of multiclassification, few features are
selected, resulting in little useful classification information
and low accuracy.

C. VERIFYING THE VALIDITY OF THE THREE
INNOVATIONS OF THE PROPOSED METHOD
PRESENTED IN THIS PAPER.
In this section, the effectiveness of noise injection, LPPD
(n_LPPD without noise embedded), and ensemble projection
matrix via Bayesian fusion will be verified separately.

1) NOISE INJECTION
In this section, the impact of noise injection on the general-
ization capabilities of the model is explored. The experiment
is performed on the AD dataset, the classifier is an SVMwith
a linear kernel, and the algorithm works in simple-minded
mode. The experimental results are shown in FIGURE 1. The
points on the line indicate the change in effect before and after
noise injection. A value greater than zero indicates that the
noise injection has a positive effect, and vice versa.

FIGURE 1 shows the performance changes of sev-
eral reduction algorithms before and after noise injection.
In Figure 1, in terms of N_DR, the classification accuracy
after noise injection decreases slightly. However, when the
feature extraction algorithm works, noise injection always
plays a positive role in the case of simple-minded mode.

2) LPPD
In this section, the impact of LPPD on the classification of
datasets with large intraclass variances is discussed. LPDP
and LDPP are used for comparison because their objective
functions have greater similarities. The experiment is per-
formed on the AD and LSVT datasets, the classifier is SVM
with linear kernel, and the algorithm works in heat kernel
mode. Each experiment is repeated five times, and the exper-
imental results are shown in FIGURE 2.

In FIGURE 2, regardless of whether the AD or LSVT
dataset is used, LPPD achieves the highest classification
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FIGURE 2. Experimental results of several algorithms on the AD and LSVT
datasets.

FIGURE 3. The effect of the Bayesian fusion algorithm on classification
accuracy.

accuracy in most cases compared to LPDP and LDPP and
has the highest average classification accuracy. These results
demonstrate that the LPPD algorithm proposed in this paper
is more suitable than the other two algorithms for processing
such datasets with large intraclass variance.

3) ENSEMBLE PROJECTION MATRIX VIA BAYESIAN FUSION
In this section, the effect of ensemble projection matrix
via Bayesian fusion on improving classification accuracy
is analyzed. The experiment is performed on the AD and
LSVT datasets, and the classifier is an SVM with a linear
kernel. The experimental results are shown in FIGURE 3.
Each experiment for each dataset is repeated five times, and
each result was recorded as one point on the polyline. In
FIGURE3,Ubest (S) represents the best classification result of
the training set after Ubest mapping in simple-minded mode,
where Ubest = U i

k , i = argmax
n
Acc(Un

k ), n = 1, 2, 3 and
Acc(Un

k ) means the accuracy of the data after Un
k mapping.

Similarly, Ubest (H) means the best classification result of the
training set after Ubest mapping in heat kernel mode.

It can be seen from FIGURE 3 that the classification
accuracy of the proposed algorithm using Bayesian fusion to
construct the projection matrix is always not lower thanUbest ,

FIGURE 4. The effect of the subspace sampling ratio on the proposed
algorithm.

whether in different datasets or using different modes. Thus,
the use of Bayesian fusion to construct a projection matrix is
more effective than the use of the single matrix. These results
directly verify the effectiveness of the ensemble projection
matrix via Bayesian fusion.

D. ANALYSIS OF THE INFLUENCE OF PARAMETERS ON
THE PERFORMANCE OF THE PROPOSED ALGORITHM
The influence of some parameters on the proposed algo-
rithm will be explored in this section. First, the effect of
the subspace sampling ratio (rs, defined as ns/ntrain, where
ns is the number of samples and ntrain is the number of
training datasets) on the proposed algorithm will be explored.
Then, the influence of the dimension and the penalty coeffi-
cient on the proposed algorithm will be discussed. Finally,
the impact of noise injection on the generalization capa-
bilities of the model will be explored. All the above men-
tioned experiments in this part are performed on the AD and
LSVT datasets, and the classifier is an SVM with a linear
kernel.

FIGURE 4 shows the impact of the sampling ratio of the
proposed algorithm on AD and LSVT datasets.

Figure 4 shows that the line graphs of the two methods
on the AD dataset are completely coincident. The classifi-
cation accuracy of AD starts to increase steadily with the
increase in the sampling rate, but when it exceeds a limit
(rs = 0.8), the accuracy begins to decrease. Therefore, it can
be concluded that the sampling rate has an impact on the
proposed algorithm. Optimal performance is achieved when
the sampling rate is equal to 0.8. On the LSVT dataset, the two
methods showed the same trend and achieves optimal output
performance at rs = 0.6.

FIGURE 5 shows the situation where the accuracy of the
proposed algorithm changes as the dimensions change.

It can be seen from FIGURE 5a that the classification
accuracy of the n_w_LPPD(S) algorithm initially increases
with dimensionality and then tends to be stable. The best
performance was achieved when the dimensionality was 20.
The classification accuracy of the n_w_LPPD(H) algorithm
increases with dimensionality. However, after 20 dimen-
sions, the growth rate decreases. As shown in FIGURE 5b,
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FIGURE 5. The effect of dimension on the proposed algorithm.

FIGURE 6. The effect of the penalty coefficient µ on the proposed
algorithm.

the classification accuracy increases with dimensionality but
gradually stabilizes after 95 dimensions.

FIGURE 6 shows the effect of µ on the proposed
algorithm.

FIGURE 7. The effect of the penalty coefficient γ on the proposed
algorithm.

In FIGURE 6a, the n_w_LPPD(S) algorithm fluctuates
with the change in µ, but it can still be seen that this fluc-
tuation shows a decreasing trend. The algorithm performs
best when µ is 0.01. The n_w_LPPD(H) algorithm fluctuates
with the change in µ but achieves the best performance when
µ is equal to 1000. In FIGURE 6b, the accuracy of the
n_w_LPPD(S) algorithm is similar to a damped oscillation
curve, and it performs optimally when µ is equal to 0.01. The
n_w_LPPD(H) algorithm changes with µ as a bell-shaped
function, and its optimal output is at µ = 1.
FIGURE 7 shows the effect of γ on the proposed

algorithm.
In FIGURE 7a, the n_w_LPPD(S) algorithm fluctuates

with changes in γ , but in general, the fluctuation is always
within a range. The n_w_LPPD(H) algorithm fluctuates as
γ changes, but there is an increasing trend overall. The two
algorithms perform best when γ is equal to 0.001 and 10000,
respectively. In FIGURE 7b, the n_w_LPPD(S) algorithm
also has the same phenomenon as FIGURE 7a. However,
the n_w_LPPD (H) algorithm has the opposite trend as
FIGURE 7a shows.

FIGURE 8 shows the effect of the relevant parameters
of the classifier on the experimental results. Since the AD
dataset is not sensitive to changes in the parameters of the
classifier, this section merely discusses the effect of the
parameters on the LSVT dataset.

In FIGURE 8, as far as the ELM classifier is concerned,
as the number of hidden layers changes, the accuracy of
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FIGURE 8. The effect of the classifier parameters on the experimental
results.

n_w_LPPD(S) fluctuates with the number of hidden neu-
rons. The accuracy of n_w_LPPD(H) first increases and then
decreases as the number of hidden neurons increases, ulti-
mately becoming stable. In terms of RF, both methods have
the same trend: as the number of trees increases, the accuracy
first increases, then decreases, ultimately becoming stable.

V. DISCUSSION AND CONCLUSION
An improved LPP algorithm, n_w_LPPD, was proposed in
this paper. The major innovations are as follows: 1) Micro-
noise is added to the training sets to improve the general-
ization ability of the model. 2) The objective function of the
n_w_LPPD gives additional attention to large variance within
classes, thereby achieving obvious advantages over other
dimensionality reduction algorithms when faced with such
datasets. 3) Ensemble projection matrix via Bayesian fusion
helps to improve the classification stability of the model. The
advantages above contribute to the increased accuracy and
stability of the proposed algorithm.

Various public datasets were used to verify the perfor-
mance of the proposed method. The experimental results
showed that the proposed algorithm is effective. Noise injec-
tion always plays a positive role in the process of feature
dimension reduction. The LPPD algorithm proposed in this
paper is best suited for processing datasets with large intr-
aclass variance. The proposed ensemble projection matrix
via Bayesian fusion mechanism can construct a feature pro-
jection matrix to effectively improve classification accuracy.

In most cases, regardless of the selected classifier, the algo-
rithm proposed in this paper is significantly better than the
other tested algorithms in terms of classification accuracy.
Especially for the datasets with small sample sizes, such as
the AD and LSVT datasets, the classification accuracy is
improved by at least 10% compared to N_DR; even when
compared with other dimensionality reduction algorithms,
our algorithm achieves significantly superior classification
performance.

The proposed algorithm has achieved certain improve-
ments in classification accuracy, but in light of some studies
that integrate locality into discriminant analysis [49], [50],
there is still work to do in the future. The introduction
of Bayesian fusion increases the runtime of the proposed
algorithm. Therefore, in future research, it is necessary to
further improve the dimensionality reduction efficiency of the
proposed algorithm.
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