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ABSTRACT The integrated circuits are faced with the threats of fault injection attacks (FIAs), which
employ the faulty results and differential fault analysis to retrieve the vital information processed by the
circuits. Countermeasures should be taken to protect the circuits against FIAs. This paper proposes a security
evaluation method to quantitatively analyze the resistance of block ciphers with a Substitution-Permutation
Network structure against FIAs from an information-theoretic perspective. A quantitative security factor is
defined based on the amount of information leakage. Specifically, an extended cipher model is proposed to
numerically analyze the theoretical amount of information leakage, and an efficient approach is proposed
to obtain the actual amount of information leakage. Experiments by applying the quantitative evaluation
method to AES circuit validate feasibility, efficiency and scalability of the method. The experimental
results show that the security factor can quantify the effects of different fault models and countermeasures.
2000 fault injections are sufficient to complete the evaluation under the considered fault models within
10 microseconds. The proposed method can be used during the circuit design stage as well as chip testing
stage.

INDEX TERMS Fault injection attack, differential fault analysis, security quantitative evaluation,
substitution-permutation network, information theory.

I. INTRODUCTION
Fault injection attack (FIA) has become a serious threat to
the security of integrated circuits due to the development
of low-cost fault injection techniques, such as clock glitch
and power glitch [1], and efficient analysis methods such as
differential fault analysis (DFA) [2], which employ the faulty
results caused by FIA to retrieve secret information.

To resist FIA, countermeasures are proposed and can be
classified into four categories [3]: cutting the access point,
environment monitoring, fault detection and fault correction.
The first type of countermeasure makes it difficult to inject
faults into the circuits by cutting off the possible access points
needed by the fault injection means [4]. The second type
monitors the circuits’ physical environment changes using
various sensors such as voltage sensors and light sensors [5].
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The third kind is based on spatial redundancy [6], temporal
redundancy [7] and information redundancy [8] to detect
faults caused by FIA. The last kind is based on redundancy
to correct faults [9], [10]. Although faults can be injected
into the circuits, but the outputs of the circuits are corrected.
Different countermeasures bring different degrees of security
and overheads. In practice, IC designers need a method to
quantify circuit’s security in order to evaluate various coun-
termeasures and choose the effective one [11], [12].

A. PREVIOUS WORK
Currently, the evaluation of cryptographic circuits with
the countermeasures mostly focuses on the error detection
capability.

Multiple cocurrent error detection (CED) techniques are
compared in [13] in terms of area overhead, power consump-
tion, performance penalties and error detection capabilities.
Errors affecting a single byte of the State matrix and random
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errors affecting any subset of the State matrix are injected.
The percentage of undetected errors was used to evaluate the
error detection capability. In [14], the fault injection results
at the configuration memory of a SRAM-based FPGA with
different detection mechanisms were divided into four cate-
gories: detected unrecoverable error (DUE), silent data cor-
ruption (SDC), functional interruption (SEFI) and successful
completion (OK). The ratio of each category was discussed
and used to evaluate different detection mechanisms. The
samller the ratio of SDC is, the stronger the detection capa-
bility of the detection mechanism is. In [15],the reliability is
merged with overhead to compare Triple Modular Redun-
dancy (TMR) and Concurrent Error Detection (CED) by
defining the reliability improvement efficiency with respect
to the overhead.

These evaluation methods mainly use the number of faulty
outputs caused by FIA as the evaluation metric, which was
widely used in circuits’ reliability and fault tolerance study.
The reliability usually is evaluated in terms of whether errors
occur or not, while the security is evaluated in terms of
whether vital information leaks or not. In other words, faulty
outputs which do not leak security information are acceptable
for security design.

Another type of evaluation method is based on cryptoanal-
ysis. In [16], fault differential entropy (FDE) is proposed to
analyze the resistance of concurrent error detection against
DFA by judging whether the correct key is successfully dis-
tinguished or comparing the number of fault injections when
the correct key is distinguished. However, this type of evalu-
ation method is tailored for the specific cryptoanalysis, and it
is difficult to experiment with all cryptanalysis approaches.

Overall, we found that existing methods do not directly
analyze how secure the information processed by FIAs is, and
just analyze the phenomena related to FIAs.

B. CONTRIBUTIONS
In this paper, a security quantitative evaluation method is
proposed based on information theory. A metric called secu-
rity factor is defined to quantify the difference between the
theoretical amount of information leakage and the actual
information leakage. The theoretical amount of information
leakage can be derived from the FIA models. The actual
amount of information leakage is calculated by the fault
injection results at the hardware circuits. The closer the actual
amount of information leakage is to the theoretical value,
the lower the security of circuits is. The security factor tells us
how secure the circuit design is against the FIAs and how the
countermeasure designs can be improved. The method can be
applied at the design stage as well as the chip testing stage.

The main contributions of this paper are
(1) A security factor based on information theory is

defined, which can be used to quantify the security of circuits
with countermeasure designs against FIA.

(2) A new method is proposed for deriving the amount of
information leakage from an extended cipher model where
FIA can be applied at different rounds of encryption.

(3) An efficient method for calculating the actual amount
of information leakage is proposed. The method reduces the
minimum number of fault injections by 255b−255, and time
required the security evaluation is reduced greatly.

This paper is organized as follows. Section II briefly
introduces the original derivation method for the amount
of information leakage. Section III proposes a new method
of deriving the amount of information leakage and intro-
duces the security factor to illustrate our security quantita-
tive evaluation method. Section IV describes two algorithms
of calculating the actual amount of information leakage.
Section V gives the experimental setup and Section VI ana-
lyzes the experimental results. Finally, Section VII concludes
the paper.

II. BACKGROUND AND PROBLEM STATEMENT
Information-theoretic approach which uses the amount of
information leakage to judge if a DFA attack on AES is
optimal was proposed in [17]. In this approach, the amount
of information leakage corresponding to a fault model is
computed to theoretically estimate the reduced key space for
each fault. Each fault model defines a theoretical upper bound
on the amount of information leakage and a theoretical lower
bound on the reduced key space. The actual reduced key space
for a DFA attack with a certain fault model is compared with
the lower bound. If the actual reduced key space is close to the
lower bound, the number of fault injection needed is relatively
small and corresponding DFA is optimal. The notations used
in this paper are as follow.

K n-bit key
x n-bit state variable where faults are injected
x1 correct state variable
x2 faulty state variable
1x difference between x1 and x2, i.e., the fault

value
X discrete random variable with possible values

of x
1X discrete random variable with possible values

of 1x
y n-bit output of S(·) or the last SP(·)
y1 correct output of S(·) or the last SP(·)
y2 faulty output of S(·) or the last SP(·)
1y difference between y1 and y2
Y discrete random variable with possible values

of y
1Y discrete random variable with possible values

of 1y
z n-bit ciphertext of the encryption algorithm
z1 correct ciphertext
z2 faulty ciphertext
1z difference between z1 and z2
Z discrete random variable with possible values

of z
1Z discrete random variable with possible values

of 1z
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FIGURE 1. A simple cipher model using n-bit substitution.

The approach used a simple cipher model shown in Fig.1.
x is the n-bit input of substitution function S(·), and y is the
n-bit output, i.e., y = S(x). Value z is the XORed output of y
with secret key K . From Fig.1, we can obtain

z1 ⊕ z2 = (y1 ⊕ k)⊕ (y2 ⊕ k) = y1 ⊕ y2 = S(x1)⊕ S(x2).

(1)

From (1), we can observe that the difference 1y depends
on x1 and x2, but is independent of K (Condition 1).

The amount of information leakage m is defined as the
degree to which uncertainty of key is reduced based on the
correct ciphertext and the faulty ciphertext, i.e., the mutual
information of K and Z1 Z2 (I (K ;Z1Z2)). According to the
information theory,

m = I (K ;Z1Z2) = H (K )− H (K |Z1Z2) (2)

where H (K ) is the entropy of key, i.e., the number of bits
n of K , and H (K |Z1Z2) denotes the amount of additional
information needed to describe K when Z1Z2 is known. The
focus of calculating the amount of information leakage is to
derive H (K |Z1Z2).
Since there exists a one-to-one correspondence between

(z1, z2) and (z1,1z),H (K |Z1Z2) can be derived as below [17].

H (K |Z1Z2) = H (Z1Z2K )− H (Z1Z2)

= H (Z1Z2K )− H (Z11Z )

= H (Z1Z2K )− H (1Z )− H (Z1|1Z ). (3)

H (Z1Z2K ) is equal to H (X1X2K ), because the substitution
function S(·) and the XOR function are both reversible, and
there exists a one-to-one correspondence between (x1, x2, k)
and (z1, z2, k).

H (Z1Z2K ) = H (X1X2K ). (4)

Because K is independent of X1 and X2, 1Y is uniquely
determined from X1 and X2 according to Condition 1.
So, it holds that [17]

H (X1X2K ) = H (X1X2)+ H (K )

= H (X1X21Y )+ H (K )

= H (X1X2|1Y )+ H (1Y )+ H (K ). (5)

Because H (1Z ) = H (1Y ) and H (Z1|1Z ) = H (K )
(the specific derivation is referred to [17]), H (K |Z1Z2) is
determined finally by (3), (4) and (5).

H (K |Z1Z2) = H (X1X2|1Y )

= H (X11X |1Y )

= H (1X |1Y )+ H (X1|1X1Y ) (6)

Therefore, the amount of information leakage is (7).

m = n− H (1X |1Y )− H (X1|1X1Y ) (7)

This formula was used to estimate the leaked information
of the simplemodel under different DFA analysis approaches.
The simple model shows the fault propagation process of
only one-round encryption when faults are injected into the
input of the last round. Condition 1 is an important condition
for (5). However, if the fault propagation process includes
multi-round encryption, XOR operation exists before the last
substitution function, and1y at the last round is not indepen-
dent ofK . Thus, (5) is not valid, and formula (7) is not suitable
for the fault propagation process of multi-round encryp-
tion. In practice, faults can be injected into early rounds of
encryption. The presented paper extends the cipher model
with multi-round encryption and derives the corresponding
formula for m, which is then used in security evaluation.

III. SECURITY QUANTITATIVE EVALUATION METHOD
In this section, we introduce the security factor to quantify the
security of cryptographic circuits against FIA with uniform
fault models. The security factor is computed by comparing
the theoretical amount of information leakage and the actual
amount of information leakage. Thus, we first derive a new
calculation formula for leaked information using an extended
cipher model, and then define the security factor.

A. AMOUNT OF INFORMATION LEAKAGE
To consider the cases in which FIA is applied to vari-
ous rounds of encryption and derive the theoretical amount
of information leakage, a complex cipher model is shown
in Fig.2. In the complex model, the substitution function S(·)
is replaced by the substitution-permutation function SP(·),
which includes not only the substitution function, but also
the diffusion layer. Thus, the complex model depicts any
block cipher with a Substitution-Permutation network (SPN)
structure [18]. x denotes the state at the position of fault
injection, y denotes the output of last SP(·), and z denotes
the ciphertext of cryptographic algorithm, and is still the
XORed output of y and K . The complex model shows the
fault propagation process of multi-round encryption, which
is an extension of the simple model. If fault propagation
process includes multi-round operation, the dashed part is
executed one or more times during fault propagation; if faults
are injected into the last round, the dashed part is not included
in the fault propagation process, and the complex model is
degraded to the simple model.

FIGURE 2. A complex cipher model.

Clearly, in the complex cipher model, 1y at the output of
the last SP(·) is not only determined by x1 and x2 but also K .
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Therefore, (5) is not valid in the complex model. However,
because there exists a one-to-one correspondence between
(x1, x2) and (x1,1x), and X1 is independent of 1X , (5) can
be modified to (8).

H (X1X2K ) = H (X1X2)+ H (K )

= H (X11X )+ H (K )

= H (X1)+ H (1X )+ H (K ). (8)

In this way, H (X1X2K )is only related to the model inputs,
and is not affected by multi-round operations, suitable to the
complex model.

We have H (Z1|1Z ) = H (Z1) because Z1 is independent
of 1Z . Thus, (3) can be replaced by (9).

H (K |Z1Z2) = H (Z1Z2K )− H (1Z )− H (Z1). (9)

Since there still exists a one-to-one correspondence
between (x1, x2, k) and (z1, z2, k), (4) is still valid,
i.e.,H (Z1Z2K ) = H (X1X2K ), and becauseH (X1) = H (K ) =
H (Z1) = n, H (K |Z1Z2) can be expressed as

H(K |Z1Z2)= H (X1X2K )− H (1Z )− H (Z1)

= H (X1)+H (1X)+H (K)−H (1Z)−H (Z1)

= [H (X1)+H (K)−H (Z1)]+ H (1X)−H (1Z)

= n+ H (1X )− H (1Z ) (10)

Therefore, the new calculation formula for the amount of
information leakage is

m = n− (n+ H (1X )− H (1Z ))

= H (1Z )− H (1X ) (11)

which is derived from (2) and (10). H (1Z ) indicates the
uncertainty of the difference between the correct ciphertext
and the faulty ciphertext, and H (1X ) indicates the uncer-
tainty of fault value, which is determined by the specified
uniform fault models.

Given an arbitrary random variable X with possible values
of x, the distribution of X is uniform and the number of
possible values of x is nx . The probability of each x is equal
to 1

nx
. According to the information theory, the entropy of X

is calculated by (12), where p(x) denotes the probability of a
possible value x.

H (X ) = −
∑
x∈X

p(x)log2(p(x))

=

∑
x∈X

1
nx
log2(nx)

= log2(nx) (12)

When a uniform fault model is specified, the number of
possible values of 1X denoted by n1x is determined by the
size of fault space, and the number of possible values of 1Z
denoted by n1z is also determined because the detail of cryp-
tographic algorithm is known. Due to the uniform distribution
of 1X , the entropy of 1X is log2(n1x) as shown in (12).
However, the distribution of 1Z is uncertain. When fault

propagation process includes multi-round encryption, 1Z is
assumed to be uniform due to the uncertainty of X1 andK and
the multi-round confusion and diffusion. The entropy of 1Z
is log2(n1z). When fault propagation process includes only
one-round encryption, it is easy to obtain the probability of
each possible value of1Z by enumerating all possible X1 and
1X which have limited combinations of values. The entropy
of 1Z is calculated by

H (1Z ) = −
∑

1z∈1Z

p(1z)log2(p(1z)), (13)

which will be demonstrated by subsequent experimental
results. Therefore, both H (1Z ) and H (1X ) can be derived
from the specified uniform fault model and the targeted cryp-
tographic algorithm theoretically.

B. SECURITY FACTOR
In practice, cryptographic algorithm is implemented with
some countermeasures to resist the fault injection attack and
reduce the leakage of secret information.

In particular, countermeasures could cause Z2 = Z1, so that
1Z becomes 0. This kind of countermeasure can change
the distribution of 1Z . As a result, the actual amount of
information leakage m′ deviates from the theoretical amount
of information leakage m.
For the cryptographic circuit which is implemented with

the countermeasures, we use the security factor to quanti-
tatively evaluate the effectiveness of the countermeasures,
i.e., the security of the cryptographic circuit. The security
factor denoted by γ quantifies the difference between the
actual amount of information leakage and the theoretical
amount of information leakage, as shown in (14).

γ =
m− m′

m
(14)

In the next section, we will show how m′ is derived.

IV. CALCULATION METHOD FOR ACTUAL AMOUNT
OF INFORMATION LEAKAGE
For a specified fault model,H (1X ) is definite, and the differ-
ence between the theoretical amount of information leakage
and the actual amount of information leakage is H (1Z ).
The theoretical value of H (1Z ) can be derived from the
fault model and the cryptographic algorithm as described
in Section III-A. The actual value of H (1Z ) is calculated
by the results of fault injection. In this section, we give
guidance on how to calculate the actual values of H (1Z ) to
obtain the actual amount of information leakage. In addition,
we propose an efficient method of calculating H (1Z ) when
1Z is multi-byte.

To calculate actualH (1Z ), the probability of each possible
1Z value is replaced by its frequency, which is based on the
results of fault injection.

For a random plaintext, the correct ciphertext and the faulty
ciphertext are recorded, and the difference 1Z of the correct
ciphertext and the faulty ciphertext is collected. Then, 1Z is
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processed to calculate the entropy of 1Z , the actual amount
of information leakage and the security factor. The process of
generating H (1Z ) and m′ is shown below.

Algorithm 1 Process Method for m′

Input: f1, set of possible values of1Z {1zi, 0 ≤ i ≤ f1− 1},
H (1X )

Output: H (1Z ), m′

//Step 1: Sorting
HeapSort({1zi}, f1)
//Step 2: Counting
count_dz← 0
H (1Z )← 0
i← 0
for i < f1 do
text_dz← 1zi
i← i+ 1, count_dz← count_dz+ 1
while text_dz == 1zi do
i← i+ 1, count_dz← count_dz+ 1

end while
H (1Z )← H (1Z )+ count_dz

f1
log2

f1
count_dz

count_dz← 0
end for
//Step 3: Calculating m′

m′← H (1Z )− H (1X )

The calculationmethod ofH (1Z ) andm′ is shown inAlgo-
rithm 1. The number of fault injections denoted by f1, the set
{1zi} of possible values of 1Z and H (1X ) derived from
the specified fault model are known. The calculation method
includes three steps: sorting, counting and calculating m′.
H (1Z ) is calculated in the first two steps. In Step 1, {1zi}
is sorted in ascending order using the Heap Sort algorithm
so that the samples with the same value become continuous.
Heap Sort is chosen because of its low time complexity.
In Step 2, the number of each possible values of 1Z is
counted by traversing the sorted data one by one. Then,
the number of each possible values of 1Z is divided by f1
to calculate the frequency of each value. The entropy of 1Z
is calculated by (13), where p(1z) is replaced by count_dz

f1
.

Finally, m′ is calculated by (11).
The time complexity of Algorithm 1 is O(f1logf1 + f1),

where the first term is the time complexity of Heap Sort and
the second term is the time complexity of the counting step.

In the SPN structure, a one-byte fault may cause multi-byte
error in ciphertext. Taking AES-128 as an example, when a
single byte fault is injected into the input of the ninth round,
four bytes in ciphertext are faulty, and 1Z is four-byte. For
four-byte 1Z , there are 2554 possible values. At least 2554

1Z samples are required. According to the Bernoulli’s law of
large numbers, the larger the number of samples is, the closer
the frequency of each possible 1Z value is to its probability.
Thus, the number of four-byte1Z samples needs to be greater
than 2554. Handling such large amount of data will cause
problems in memory and time when running Algorithm 1.

Therefore, an efficient method of calculating H (1Z ) is
proposed, when 1Z is multi-byte and each byte of 1Z
is independent of each other. We denote each byte of 1Z
by 1Zi, where the subscript i denotes the byte index. Obvi-
ously, the entropy of b-byte1Z can be considered as the joint
entropy of all 1Zi, i.e., H (1Z01Z1...1Zi...1Zb). Because
1Zi is independent of each other, the joint entropy of all1Zi
is equal to the addition of each1Zi entropy. Thus,H (1Z ) can
be calculated as shown in (15).

H (1Z ) = H (1Z01Z1...1Zi...1Zb)

= H (1Z0)+H (1Z1)+...+H (1Zi)+...+H (1Zb).

(15)

Algorithm 2 Efficient Process Method for m′ Given
b-Byte 1Z
Input: f2, b, {1zij, 0 ≤ i ≤ b− 1, 0 ≤ j ≤ f2 − 1}, H (1X )
Output: H (1Z ), m′

H (1Z )← 0
for i = 0 to b− 1 do
//Step 1: Sorting
HeapSort({1zij}, f2)
//Step 2: Counting
count_dz← 0
H (1Zi)← 0
i← 0
for j < f2 do
text_dz← 1zij
j← j+ 1, count_dz← count_dz+ 1
while text_dz == 1zij do
j← j+ 1, count_dz← count_dz+ 1

end while
H (1Zi)← H (1Zi)+ count_dz

f2
log2

f2
count_dz

count_dz← 0
end for
H (1Z )← H (1Z )+ H (1Zi)

end for
//Step 3: Calculating m′

m′← H (1Z )− H (1X )

Algorithm 2 shows the procedure. The input b is the num-
ber of bytes of 1Z . The process of calculating H (1Zi) is
similar to Algorithm 1. Then, H (1Z ) is obtained by adding
all H (1Zi), and m′ is calculated. The time complexity of
Algorithm 2 is b× O(f2logf2 + f2).
The advantage of Algorithm 2 is that the minimum num-

ber of fault injections f2 is significantly smaller than f1 in
Algorithm 1.

For each one-byte 1Zi, the minimum number of 1Zi
samples is 255. In addition, a fault injection can simultane-
ously provide samples for multiple one-byte1Zi with differ-
ent i. In other words, for the multi-byte 1Z , the minimum
number of fault injection required for Algorithm 2 is only
f2 = 255. Therefore, the execution time of Algorithm 2 is
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roughly estimated to be O(b× 255log255+ b× 255). How-
ever, the minimum f1 required for Algorithm 1 is 255b. The
execution time of Algorithm 1 is estimated to be O(b ×
255blog255+ 255b). Therefore, Algorithm 2 greatly reduces
the execution time for the evaluation by reducing the number
of fault injections.

V. EXPERIMENTAL SETUP
To verify the proposed evaluation method, we apply it to
AES-128 encryption circuit. The experimental flow is shown
in Fig.3. AES-128, fault injection, protection and evalua-
tion are all simulated using C programs. 16-byte plaintexts
are randomly generated, and random faults are injected into
the specific byte position at the specific round according
to the fault models. The set of 1Z caused by fault injec-
tions is collected. Then, 1Z is transferred to the evaluation
module to calculate the entropy of 1Z . At the same time,
the entropy of1X and the theoretical amount of information
leakage derived from the specified fault models are inputted
to the evaluation module to calculate the actual amount of
information leakage and the security factor. Prior to evalu-
ation, 1Z data set is pre-processed to simulate the effects
of countermeasures. To simulate the different degrees of
protection, different proportions of 1Z are modified to zero.
The greater protection is, the greater the proportion of 1Z
modified to 0 is.

FIGURE 3. Experimental flow.

We use four fault models to attack AES-128. The four
fault models are, respectively, the position-known 1-byte
fault in the input state of the tenth round, the position-
known 1-bit fault in the input state of the tenth round,
the position-known 1-byte fault in the input state of the ninth
round and the position-known 1-bit fault in the input state
of the ninth round, which are abbreviated as 1-byte-10th,
1-bit-10th, 1-byte-9th and 1-bit-9th. The ‘‘position-known’’
means that attackers know which byte of the state the fault is
injected into, but cannot control which bit is flipped, i.e., the
fault value is random.

The experiments include three parts. The first part derives
the theoretical amount of information leakage from the speci-
fied four fault models on AES-128. The experiment validates
the extended cipher model and the theoretical information
leakage analysis method.

The second part evaluates the methods for obtaining the
actual amount of information leakage. For the 1-bit-10th and
1-byte-10th fault model, 1Z is one-byte, and Algorithm 1 is
used. For the 1-bit-9th and 1-byte-9th fault model, 1Z is
four-byte. Algorithm 2 is used and compared to Algorithm 1.

To facilitate the sorting operation, 1Z or 1Zi need to be
converted to decimal.

The third part analyzes the influences of the fault models,
the degree of protection and the number of fault injections
on the actual amount of information leakage and the security
factor. Evaluation time is analyzed under different fault mod-
els and different amounts of fault injections. For each fault
model and fault injection amount, the evaluation method is
executed ten times and the execution time is averaged over
the ten times.

VI. EXPERIMENTAL RESULTS
A. THEORETICAL AMOUNT OF INFORMATION LEAKAGE
The theoretical amount of information leakage can be derived
from the specified uniform fault model as described in
Section III-A. When the 1-bit-9th fault model is specified,
1X includes 8 uniformly distributed fault values. Thus,
H (1X ) is 3 according to (12). Because of MixColumns at the
ninth round, the fault injected into a state byte diffuses to four
ciphertext bytes. The corresponding four bytes in1Z is non-
zero, while the other bytes are always zero. Each non-zero
byte has 255 possible values, so 1Z includes 2554 possible
values. Due to the uncertainty of X1 and K and the confu-
sion of 2-round SubBytes, we assume that 1Z is uniformly
distributed. We obtain H (1Z ) = log2(2554) = 4log2255.
Thus, the theoretical amount of information leakage is about
29 according to (11). Similarly, we obtain that m under
1-byte-9th is (4log2255− log2255 ≈ 24).
For the fault models 1-bit-10th and 1-byte-10th, a fault

injected into a single byte at the input of the tenth round
causes only one faulty ciphertext byte. Since both 1X and X
are uniform, all possible values of X and all possible values
of 1X occur once when calculating 1Z .

FIGURE 4. Distribution of 1Z in the 1-bit-10th model.

For the 1-bit-10th fault model, 1X has 8 possible values
and X has 256 possible values. Thus, the total number of
1Z is 2048 and H (1X ) is 3 according to (12). The number
of each values of 1Z is counted by enumerating all cases
analytically, and is shown in Fig.4. The distribution of 1Z is
not completely uniform. Therefore, we need to calculate the
probability of each 1Z which equals to the number of each
values of 1Z over 2048. As a result, the theoretical H (1Z )
is 7.90 and m is 4.90.

For the 1-byte-10th fault model, 1X has 255 values
and X has 256 values. Thus, the total number of 1Z is
65280 and H (1X ) is log2255. Through the experiment of
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calculating 1Z , we find that the number of each possible
values of 1Z is always 256, and the distribution is uniform.
For every 1z ∈ 1Z , p(1z) is 1

255 . Thus, the theoretical
H (1Z ) is log2255 and m is 0. When the theoretical amount
of information leakage is 0, the correct ciphertext and the
faulty ciphertext do not leak any information under this fault
model. Thus, the 1-byte-10th fault model should not be used
for attacks.

B. ACTUAL AMOUNT OF INFORMATION LEAKAGE
UNDER 1-BIT-9TH FAULT MODEL
The 1-bit-9th fault model is used to evaluate Algorithm 1 and
Algorithm 2 in obtaining the actual amount of information
leakage. The number of fault injections is 105, 106, 107,
and 108, respectively. The AES circuit does not contain
countermeasures. The results are shown in Fig.5, where the
theoretical amount of information leakage m is also shown.
For Algorithm 1, the actual amount of information leakage
increases as the number of fault injections increases, but the
value is far below m. For Algorithm 2, the actual amount of
information leakage is basically stable and very close to m.
This demonstrates that Algorithm 2 is more efficient than
Algorithm 1 for four-byte errors caused by attacks, and 105

fault injections are sufficient for security evaluation. The time
required for Algorithm 2 is only 0.138s when the number of
fault injection is 105.

FIGURE 5. Comparison of Algorithm 1 and Algorithm 2 in obtaining the
actual amount of information leakage, when the 1-bit-9th fault model is
applied to the original AES circuit and the number of fault injections
is 105, 106, 107 and 108, respectively.

C. INFLUENCES OF FAULT MODEL, DEGREE OF
PROTECTION, NUMBER OF FAULT INJECTIONS
ON M ′ AND γ

1) ACTUAL AMOUNT OF INFORMATION LEAKAGE
Fig.6 shows influences of the different fault models, the dif-
ferent degrees of protection and the different numbers of fault
injections on the actual amount of information leakage. Lines
of different colors indicate different degrees of protection
(0-90%). The theoretical amount of information leakage (m)
is also shown for comparison.

Firstly, when the fault model and the degree of protection
are fixed, the actual amount of information leakage increases
and becomes saturated as the number of fault injections
increases. When the number of fault injections is 2000,
the curve of the actual amount of information leakage is

FIGURE 6. Influences of the fault model, the degree of protection and the
number of fault injections on m′ .

basically stable and the actual information leakage without
protection (0%) is very close to the theoretical value.

Secondly, given the fault model and the number of
fault injections, the actual amount of information leakage
decreases as the strength of protection increases, and is well
less than the theoretical amount of information leakage. This
result confirms to our expectation and demonstrates the effec-
tiveness of different degrees of protection.

Thirdly, under the same number of fault injections and the
same degree of protection, the actual amount of information
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FIGURE 7. Influences of the fault model, the degree of protection and the
number of fault injections on γ .

leakage corresponding to different fault models is as fol-
lows: 1-bit-9th> 1-byte-9th> 1-bit-10th. Therefore, the fault
model 1-bit-9th has the biggest threat to the AES circuit and
efficient countermeasures targeting at the model should be
developed.

2) SECURITY FACTOR
Fig.7 shows influences of the different fault models, the dif-
ferent degrees of protection and the different numbers of
fault injections on the security factor. Contrary to the trend
of actual information leakage amount, the curve of security
factor shows a slight decline and becomes basically stable
when the number of fault injections is 2000. Thus, 2000 can

be regarded as the minimum number of fault injections and
the minimum number of 1Z samples required for Algo-
rithm 2 when we simulate to evaluate the security of the
AES-128 encrypted circuit under the 1-bit-10th, 1-byte-9th
and 1-bit-9th fault model. The value is larger than the theo-
retically minimum value 255, because some fault injections
do not provide the required information.

When the fault model is fixed and the number of fault
injections is greater than or equal to 2000, the impact of
different degrees of protection on the security factor is very
obvious. The security factor without protection is close to 0.
The greater protection is, the greater the security factor is.
70%, 80% and 90% protection are sufficient for the fault
models 1-bit-10th, 1-byte-9th and 1-bit-9th, respectively.

The security factor can be used to clearly compare the
security of a cryptographic circuits which take the counter-
measures. Under the same fault model, the higher security
factor means that the cryptographic circuit is more resistant
to DFA. Besides, the security factor can be used to deter-
mine whether the security of a cryptographic circuit meets
the requirement of a particular application scenario, thereby
avoiding unnecessary resource overhead caused by excessive
protection.

D. EVALUATION TIME
Fig.8 shows the variations in evaluation time as the number
of fault injections increases under the 1-bit-10th, 1-byte-9th
and 1-bit-9th fault models. As the number of fault injection
increases, the evaluation time for 1-bit-10th is roughly stable,
and for 1-byte-9th and 1-bit-9th linearly increases. This result
shows the good scalability of the evaluation method.

FIGURE 8. Evaluation time under the fault models 1-bit-10th, 1-byte-9th
and 1-bit-9th.

VII. CONCLUSION
This paper introduces a security quantitative evaluation
method, which can be used to evaluate countermeasure
designs against FIAs, based on the information theory.
A security factor of a cryptographic circuit under speci-
fied fault models is obtained by comparing the theoretical
amount of information leakage and the actual amount of
information leakage. An extended cipher model is proposed
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to numerically analyze the theoretical amount of information
leakage, and an efficient approach is proposed to obtain the
actual amount of information leakage. Experiments by apply-
ing the quantitative evaluation method to AES circuit validate
feasibility, efficiency and scalability of the method.

In future, wewill extend the quantitative evaluationmethod
to other cipher models, for example, symmetrical Feistel
Network. In addition to the case where faults are injected
into the input of the encryption round, other fault injection
positions should be carefully considered. For example, faults
are injected between the substitution operation and the per-
mutation operation.
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