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ABSTRACT With the success of deep learning in a wide variety of areas, many deep multi-task learning
(MTL) models have been proposed claiming improvements in performance obtained by sharing the learned
structure across several related tasks. However, the dynamics of multi-task learning in deep neural networks
is still not well understood at either the theoretical or experimental level. In particular, the usefulness of
different task pairs is not known a priori. Practically, this means that properly combining the losses of
different tasks becomes a critical issue in multi-task learning, as different methods may yield different
results. In this paper, we benchmarked different multi-task learning approaches using shared trunk with task
specific branches architecture across three different MTL datasets. For the first dataset, i.e. Multi-MNIST
(Modified National Institute of Standards and Technology database), we thoroughly tested several weighting
strategies, including simply adding task-specific cost functions together, dynamic weight average (DWA)
and uncertainty weighting methods each with various amounts of training data per-task. We find that multi-
task learning typically does not improve performance for a user-defined combination of tasks. Further
experiments evaluated on diverse tasks and network architectures on various datasets suggested that multi-
task learning requires careful selection of both task pairs and weighting strategies to equal or exceed the
performance of single task learning.

INDEX TERMS Dynamic weighting average, multi-MNIST, multi-objective optimization, multi-task
learning, uncertainty weighting.

I. INTRODUCTION
The goal of multi-task learning (MTL) is to learn multi-
ple different yet related tasks simultaneously [1]. Multi-task
learning has been studied across several fields in machine
learning. More recently it has been incorporated into a variety
of deep neural network models, addressing problems in the
domains of vision [2], speech [3], natural language process-
ing [4], and reinforcement learning [5] [6]. The advantages
of MTL are 1) the number of parameters in a multi-task
model would be fewer than building multiple models each
of which is optimized for their own individual tasks; and
2) more importantly, models trained to accomplish many
tasks simultaneously should be able to synergize to uncover
the common underlying structure, enabling better single-task
performance (STL) with smaller amounts of data per-task [7].

Although MTL has shown impressive results on the
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generalization performance on many tasks, existing MTL
studies mainly adopted manually designed feature shar-
ing or parameter sharing on a problem-by-problem basis [8].
The deep learning community still lacks common under-
standing or rules about ‘what to share‘ and ‘how to share‘,
i.e., concrete ways to share knowledge among tasks [8].
To avoid conflicting gradients among tasks, a prevailing issue
in MTL, recently researchers also realized that it is critical to
find appropriate weighting strategies forMTL so that the total
empirical loss is minimized without the trade-off of learning
individual tasks [9]. In this work, we empirically evaluate
several recently proposed MTL weighting strategies across
severalMTL benchmark datasets including theMulti-MNIST
dataset, the NYU v2 dataset and the IMDB-WIKI dataset.

The weighting approaches we evaluated include uni-
form combination of losses from different tasks, dynamic
weight average (DWA) [10] and uncertainty weighting meth-
ods [11] [12] with various amounts of training data per-task.
These controlled scenarios help us to frame the problem of
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MTL in a manner which can be studied carefully and we
can draw significant insights from it reliably. In this paper,
our analysis shows that MTL by combining multiple user-
defined tasks does not necessarily establish better perfor-
mance records than single task learning. In order to leverage
the knowledge and information across different tasks, we sug-
gest researchers carefully select related tasks and appropriate
loss function weighting schemes to optimize the objective
functions in MTL.

Information sharing can be achieved using various for-
malisms and architectures to perform multi-task learning in
deep learning [1]. Most existing approaches to multi-task
learning attempt to learn a single, yet non-trivial general-
purpose representation which is shared among tasks, while
keeping several task-specific output layers separate [13].
Thus, we will focus our discussion using this kind of deep
learning architecture with shared lower representation lay-
ers (trunk), and then fork into task-specific separate layers
(heads) and losses for each task. Additionally, in [14], authors
categorized MTL into two sub-categories: homogeneous
MTL vs. heterogeneous MTL. In homogeneous MTL, each
head performs the same type of task i.e., either classifica-
tion or regression task [15], while in heterogeneous MTL
each head may perform different types of task simultane-
ously or in a sequential order [16]. We will investigate both
scenarios in our experiments.

Our contributions are as follows: a) To the best of our
knowledge, this is the first meta-analysis that extensively
compares the different weighting approaches combiningmul-
tiple loss functions in the context of both heterogeneousMTL
and homogeneous MTL. b) The key observation is that MTL
approaches which enforce shared data representations (by
using a shared feature extractor network) could show more
efficacy when the training samples are sparse. c) We find
that many of the results obtained with any chosen set of
tasks, which we refer to user-defined tasks, may not achieve
performance gains over single task learning (STL), which
calls the attention of the deep learning community for more
rigorous theoretical analysis.

The remainder of this paper is organized as follows.
Section 2 introduces datasets, experimental design and the
weighting approaches we compared in ourMTL experiments.
In Section 3, details of experiments and our results are pre-
sented. Finally, we make our conclusions in Section 4 and
discuss future directions in MTL.

II. DATASETS AND RELATED WORK FOR WEIGHTING
METHODS IN MTL
A. DATASETS
Until now, many recent deep learning approaches have
claimed to observe an improvement in performance by shar-
ing learned structure across related tasks [13], [17], [18].
In this paper we investigate several multi-task learning meth-
ods and explore when they are most appropriate. MNIST
digit recognition is commonly used to evaluate classification

algorithms by casting it as 10 binary classification tasks [19].
Given our motivation, we use Multi-MNIST, an MTL ver-
sion of the MNIST dataset [15]. We follow the experimental
settings in [15] and overlay two randomly selected digits
together to form the training sample. Each digit is shifted
up to 4 pixels in each direction (left and right) resulting in
a 36×36 pixel image. It is worth noting that we also use 60K
samples instead of 60M samples as done in [15] to directly
apply existing single-task MNIST models to Multi-MNIST.

We also evaluate MTL on two popular large-scale datasets:
the NYU v2 dataset for a variety of indoor scenes understand-
ing task [20] and the IMDB-WIKI dataset for age and gender
classification [21]. For the NYU v2 dataset, we perform
the following three tasks [10]: semantic segmentation, depth
estimation and surface normal prediction.We use the standard
split which include 795 images for training and 654 images
for validation. The NYU v2 dataset contains three losses:
1) pixel-wise cross-entropy loss for semantic segmentation,
2) L1 norm comparing the predicted vs. ground-truth depth
for depth estimation, and 3) element-wise dot product at
each normalised pixel with the ground-truth map for surface
normal. So, these tasks fall into the category of heteroge-
neous MTL. For the IMDB-WIKI dataset, we conduct our
experiments to emulate the paper [22]. We use the IMDB
portion of the IMDB-Wiki dataset to carry out homoge-
neous MTL for age and gender classification. The dataset has
460,723 pictures from 20,284 subjects. Using the same pre-
processing criterion as [22], we obtain 194,872 usable photos
from 12,909 different subjects. Randomly choosing 2,100 test
subjects, we retrieve 31,670 test images, leaving us with
10,909 subjects and 163,202 images for training. We further
augment the training set with horizontal and vertical flips.

B. WEIGHTING METHODS FOR DIFFERENT LOSS
FUNCTIONS IN MTL
In MTL, one tries to optimize multiple loss functions, neces-
sitating a way to combine these loss functions into a single
value, or finding solutions where all the loss functions are
optimized simultaneously from the multi-objective optimiza-
tion perspective [9]. In this paper, we limit our experi-
ments to the dynamic task weighting approaches in MTL.
The most straightforward way is uniform weighting: the
task-specific losses are simply added together to produce
a single scalar loss value. However, dynamic optimization
techniques are crucial in MTL for optimizing a set of pos-
sibly contrasting losses or gradients [9], [11], [23] since
problems with conflicting gradient signals coming from
different tasks can degrade model performance. Here we
focus on two widely adopted methods recently developed.
In [11], Kendall et al. proposed an uncertainty-based weight-
ing approach and applied it to convolutional neural net-
works. Very recently, [12] adapted the regularization term
in Kendall‘s uncertainty-based method, but enforced posi-
tive regularization values. The revised uncertainty method
produced better results compared to the original uncertainty-
based method [12]. A dynamic weight average (DWA) has
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TABLE 1. Experiments of STL and MTL with two heads of classification tasks on Multi-MNIST dataset.

been proposed by [10]. Similarly to GradNorm [23] which
averages gradient norms across all tasks during training,
DWAfirst calculates the rate of loss changes for each task dur-
ing training. DWA then uses a ‘‘softmax’’ output that converts
the logit of the loss change ratio into a weight for each task.
We use all of these approaches for a fair comparison across
multi-task learning techniques in this paper. All the hyper-
parameters used are adopted to the default values mentioned
in the original papers.

C. NETWORK ARCHITECTURE
We use the LeNet architecture [24] as the shared trunk archi-
tecture in our experiments for Multi-MNIST dataset. We treat
all layers except the last two layers as an embedding for
shared representation and put two fully-connected layers as
the last layers of LeNet for task-specific functions.

We evaluate the NYU v2 dataset built upon SegNet, based
on their open source implementation of [10]. SegNet is an
encoder-decoder architecture based on VGG16. We adopt the
version of the standard MTL in [10], which only splits at the
last two convolution layers for the prediction of each specific
task using the default parameters in the original paper.

Regarding the IMDB-WIKI dataset, we also base our net-
work architecture on VGG16 used in [22]. Here, the split
takes place with two more convolution layers and one fully
connected layer as the prediction head for each individual
task.

D. EVALUATION METRICS
The performance of multi-MNIST is measured by classifica-
tion accuracy.

For the NYU v2 dataset, we use the same metrics as [10],
i.e., semantic segmentation is evaluated by mean Intersec-
tion over Union (mIoU) and Pixel Accuracy (PAcc). Depth
estimation is measured by Mean Absolute/Relative Error.
Surface normal estimation is evaluated by Mean and Median
angle distances of all the pixels, as well as the percentage
of pixels that are within the angles of 11◦, 22.5◦, 30◦ to the
ground-truth.

For the IMDB-WIKI dataset, we use the same measure-
ments as in [22]: Mean Absolute Error (Mean AE) and
Median Absolute Error (Median AE) for evaluating the age
estimation and classification accuracy for gender estimation.

III. EXPERIMENTS
We developed a basic experiment to run on the afore-
mentioned Multi-MNIST dataset to demonstrate the effect

of MTL. First, we conducted experiments to compare
MTL with Single-Task Learning (STL). We then evalu-
ated the generalization performance under both homoge-
neous and heterogeneous MTL. We also considered vanilla
MTL framework as well as weighted MTL approaches.
After having trained on the full dataset, we reported the
experiments we carried out on varying amounts of training
data to further validate the MTL performance. We further
assessed the MTL model‘s performance by examining the
intermediate states of the last layer of the shared trunk.
We used t-SNE [25] to visualize and investigated the
embeddings/representations taken from the last layer of the
shared trunk.

A. MTL FOR DIGIT RECOGNITION
In the first setup, we used LeNet architecture as the trunk,
while each head is tasked to recognize the digit separately
for an initial baseline. We performed STL, MTL with uni-
form loss weights, with uncertainty loss weighting (including
its revised version), and with DWA. The results are shown
in Table 1. We trained all the models with stochastic gradient
descent (SGD) using a learning rate of 0.005 and momen-
tum of 0.9, with a batch size of 128. We trained our MTL
usingMulti-MNIST 60K samples for 200 epochs. Later, each
time when we reduce the training sample size by half we
double the training time, and so on. We randomly initialized
the networks and recorded the best accuracy during train-
ing. We repeated this procedure ten times and the numbers
shown in Table 1 are the mean accuracy of 10 runs with the
variance.

We testedMTL using the full data set first. In Bayesian the-
ory [26], model uncertainty is a quantitative metric revealing
the model’s inability to do the prediction due to insufficient
training data. In order to show the effectiveness of MTL
under high model uncertainty, we cut the training samples
to 25% of the original input size. From the results showing
in Table 1, even in the case with high model uncertainty
with a far fewer training samples (only one quarter of the
full dataset), potential benefits of MTL are still not observed,
although it is intuitively plausible that MTL pushed the net-
work towards learning a robust representation that general-
izes well to different atomic tasks [1]. Additionally, in most
cases shown in Table 1, neither of the weighting approaches
help. We suspect that in our classification MTL problem,
conflicting gradient signals from different heads prevent the
trunk fully utilizing the knowledge and information from both
heads.
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TABLE 2. Experiments of STL and MTL with two heads of heterogeneous tasks on Multi-MNIST dataset. Left head: classification of digit and Right head:
digit reconstruction regression task.

FIGURE 1. tSNE visualization of the output of the embedding layer from the shared trunk. The first column shows the results at the end of 1st epoch,
the second column shows the results at the end of 100th epoch and the third column shows the the results at the end of 200th epoch.

B. MTL FOR DIGIT RECOGNITION AND DIGIT
RECONSTRUCTION
Secondly, we conducted heterogeneous MTL to further eval-
uate whether MTL boosts performance by sharing learning
structure across classification and regression tasks. We kept
the LeNet architecture and left head using the same param-
eters as the previous setting in Section III A. For the right
head, the task was to recover the image of the digit from
the shared intermediate representation spaces using a two
fully connected layers as decoder. Basically, this head was
setup as an autoencoder to recover the digit on the right
hand side on the input, with Mean Square Error(MSE) as
the loss. We trained our model using SGD with a learning
rate of 0.001 and momentum of 0.9. All the other parame-
ters remained the same. Again, we randomly initialized the
networks ten times and recorded the best accuracy for each
run. Here, to clearly compare with the previous experiment,
we focused only on the left head’s accuracy.

A summary of the results is given in Table 2, which shows
the single-task baseline in the first row and the multi-task
results from different weighting methods in the following
rows. In this scenario, MTL in most cases achieves higher
performance overall compared to the best performance in
single-task settings. Especially, when we feed the network
with smaller and smaller data sets (i.e., 15K (25% of the
whole training samples) and 6K (10% of the whole training
samples), the advantages of MTL gradually proved to be
more advantageous as the model uncertainty increased. With
the full training data set, we achieved the best performance
by using the revised uncertainty weighting approach [12]
with the increment of performance around 0.65%; and all
the other MTL approaches performed slightly better than the
single task learning except DWA. When we used 25% of
our training samples, we find that the best MTL method is
still the revised uncertainty approach by boosting the per-
formance of single task 0.95%. Lastly, we further cut the
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TABLE 3. Experimental results on the NYU v2 Dataset. ↑ means the higher the better, while ↓ means the lower the better. Metrics in MTL which are better
than STL have been underlined, while the best results are highlighted in bold.

TABLE 4. Experimental results on IMDB-WIKI Dataset. ↑ means the higher the better, while ↓ means the lower the better. Metrics in MTL which are better
than STL have been underlined, while the best results are highlighted in bold.

training samples to 10%. Although we discovered that both
of the uncertainty weighting methods became unstable which
is also mentioned in [10], vanilla MTL works slightly better
than STL, while uncertainty methods help more with revised
uncertainty weighting improving the performance by 1.10%
comparing to the STL.

C. TSNE VISUALIZATION OF EMBEDDING SPACE
In order to study additional benefits of the heteroge-
neous multi-task setup, we evaluated the network perfor-
mance at intermediate optimization states. Figure 1 shows
visualizations of the embedding space resulting from
Multi-MNIST training. The figure compares tSNE visual-
izations for STL, vanilla MTL, and the revised uncertainty
weighted method. We show the embedding states at training
epoch 1, 100 and 200. We can clearly see the advantage
of multi-task learning, as embeddings are further separated
and clustered, particularly in the final stage of training. For
some harder tasks such as distinguishing digits 4 and 9
apart in STL, the representations are mixed in the tSNE
projected space. However, when we properly selected the
revised weighting method for MTL, the respective embed-
ding of these two digits are well separated. Generally, the
separation of 10 classes are more pronounced in MTL com-
pared to single task training, while revised uncertainty shows
the most separable pattern for 10 classes. These obser-
vations further validate the results seen in our accuracy
experiments.

D. PERFORMANCE ON THE NYU V2 DATASET AND THE
IMDB-WIKI DATASET
Further, we presented results and analysis of MTL for both
the heterogeneous case (NYU v2) and homogeneous case
(IMDB-WIKI) using different state-of-the-art deep learning
models.

Quantitative results, given in Table 3, show that MTL on
NYU v2 dataset offers superior performance on semantic
segmentation and depth estimation mostly compared to the
STL results. However, MTL does not seem to help surface
normal estimation at all, which might need extra investiga-
tion. The experimental results also suggest that revised uncer-
taintyweighting outperforms the other weighting approaches,
which further validates our observations in the Multi-MNIST
experiments.

Experimental results for the IMDB-WIKI dataset are
reported in Table 4. The results show that MTL generally out-
performs the STL in age estimation. However, MTL barely
shows any gains for gender classification. In [22], the authors
argue that gender classification is a binary classification prob-
lem which has sufficient labels for both classes. Therefore,
this task is not expected to benefit much from the other
task(s).

IV. CONCLUSION
In this paper, we presented various ways of performing
multi-task learning with deep neural networks using the
Multi-MNIST dataset and two existing benchmark datasets:
NYU v2 and MDB-WIKI daatasets. We evaluated both
homogeneous MTL and heterogeneous MTL based on
various state-of-art deep learning models, and used dif-
ferent weighting methods (uncertainty weight and DWA
approaches) to combine the losses from different tasks.

We conclude that user-defined MTL is not consistently
better than STL. When we train our MTL model over an
intersection of several tasks, we push the learning algorithm
to find a solution on a much smaller yet common area of
representation space rather than on a larger area of each
individual task. In a lot of the cases, MTL can not improve
performance by sharing learned structure across randomly
combined tasks when different tasks have conflicting gradient
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signals as shown by the results in Table 1. We also high-
light that there still is a lack in analytic theories that can
quantitatively predict how different tasks can be combined
in a multi-task setting. We observe that when tasks are
appropriately selected, and proper techniques are used for
combining different losses, MTL approach can outperform
STL, and the gains are more significant when the amount of
training data is small. Several recent papers propose replac-
ing the sum of losses with a weighted sum in MTL, such
that all losses are approximately at the same scale and the
gradients align together [9] [27]. Here we focused on two
recently developed approaches uncertainty loss weighting
andDWA. In our current experimental settings, revised uncer-
tainty loss weighting works the best, but it also suffers an
instability issue when the size of the training samples is
small.

Although we found that there is no principled way of pre-
dicting MTL benefit we hope that the results presented in this
paper will motivate further investigation by the community
into theoretical analyses of multi-task learning.
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