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ABSTRACT With the development of social networks, the research of integrated social information
recommendation models has received extensive attention. However, most existing social recommendation
models are based on the matrix factorization technique which ignore the impact of the relationships between
items on users’ interests, resulting in a decline of recommendation accuracy. To solve this problem, this paper
proposes a double regularization matrix factorization recommendation algorithm. The algorithm first uses
attribute information and manifold learning to calculate similarity. Then, the matrix factorization model is
constrained through the regularization of item association relations and user social relations. Experimental
results on real datasets show that the proposed method can effectively alleviate problems such as cold start
and data sparsity in the recommender system and improve the recommendation accuracy compared with
those of existing methods.

INDEX TERMS Social network, recommender system, matrix factorization, item similarity, manifold
learning.

I. INTRODUCTION
As an effective method for addressing information over-
load, the recommender system has become a hot spot of
concern in academia and industry. Using a recommendation
algorithm, according to user needs, interests, preferences,
etc., items that users are interested in are mined from mas-
sive data and recommended to users [1]. Traditional rec-
ommendation methods can generally be divided into three
categories: content-based methods, collaborative filtering
methods, and hybrid methods. Collaborative filtering is the
most widely usedmethod andmainly includes neighborhood-
based collaborative filtering and model-based collaborative
filtering [2], [3]. However, traditional recommendation meth-
ods face issues related to data sparsity and cold start [4].

Recently, an increasing number of social recommenda-
tion [5]–[11] algorithms have used social information from
social networks to solve the problems of data sparsity
and cold start. Among these algorithms, the socialization
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recommendation which is based on matrix factorization is
the most widely used. Basically, with this method, users with
strong social relationships often have similar preferences.
Therefore, the introduction of social relationships is con-
ducive to the improvement of the recommendation perfor-
mance and to a certain extent, and it alleviates problems such
as data sparsity in the recommender system. However, in real-
istic large-scale social network applications, relationships
between users are very sparse and constantly changing, and
it is difficult to obtain a dense and effective friend or a trust
relationship. With the matrix factorization method, the target
user’s prediction rating is bound by the user’s latent feature
vector and the item’s latent feature vector. Most existing
social recommendation models based on matrix factorization
focus on the user’s friends or trust relationships and have
ignored the impact of the relationships between items on
the user’s preferences. Thus, it is worthwhile to determine a
method of incorporating the relationships between items in
the recommender system.

To improve the accuracy of recommendation, this
paper proposes a double regularization matrix factorization
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recommendation algorithm (DRMF). The major technical
contributions of this paper are as follows.
(1) First, we introduce a global and local similarity calcu-

lation approach based on the known attribute informa-
tion and a priori information of items, and calculate the
overall similarity by integrating the global and local sim-
ilarities. By using manifold learning, a low-dimensional
similarity is obtained according to the overall similarity
of the items.

(2) The similarity of the low-dimensional manifold is added
to the Pearson correlation calculation method to improve
the result and yield a comprehensive item similarity.

(3) Item regularization is included in the social recommen-
dation objective function, and the new objective function
can enhance the constraints of the item feature matrix.

II. RELATED WORK
The traditional recommender system ignores the interactions
between users. However, relationships in social networks
provide rich information that can be used to improve rec-
ommendation performance. Social networks have generated
rich behavioral interaction information, and many recom-
mendation methods which are based on social networks have
been proposed and studied. Social recommendation tech-
niques can be divided into two categories: neighborhood-
based methods [6], [7] and model-based methods [8]–[11].
Most neighborhood-based methods either directly or indi-
rectly use social trust to represent the similarity between
users. Pal and Jenamani [6] proposed a trust-aware recom-
mendation algorithm based on a user’s explicit trust rela-
tionships. This method combines user similarity and trust
with the collaborative filtering algorithm and achieves good
recommendation performance. However, when explicit trust
information is difficult to obtain, it affects the accuracy of
the recommendation. In view of this situation, Wu et al. [7]
proposed a neighborhood-based implicit trust recommenda-
tion algorithm by using the propagative nature of trust and
scale-free complex network properties to limit the range of
propagation in the network and improve the accuracy of the
neighborhood-based collaborative filtering recommendation
algorithm.

Because the matrix factorization model is scalable and
flexible, scholars have used it to develop many social recom-
mendation algorithms. These methods can effectively solve
the problem of data sparsity. Ma et al. [8] proposed the SoReg
algorithm, which considers the relationships between friends
and trust to vary. The establishment of trust relationship
depends on similar interest preferences among users. The
establishment of a friendship depends on the social relation-
ships of users in the real world. A regularization recommen-
dation model combining the average ratings of trust users
and the ratings of individual trust users is proposed, and
the interest propagation between friends can be automati-
cally determined during the learning process, which facili-
tates interpretability. Guo et al. [9] proposed the TrustSVD
algorithm, which constrained the user’s friend relationships

to different degrees and imposed less severe punishments
on popular users than on users with lower ratings. The
method adds social feedback information based on the orig-
inal SVD++ model and treats the user’s explicit trust rela-
tionship and rating information as implicit information; then,
it expands the trust relationship information and constructs
prediction ratings. Jaehoon et al. [10] claimed that the unidi-
rectionality of trust relationships cannot guarantee common
characteristics between the trustor and the trustee; they pro-
posed a TCRec clustering algorithm that posits that trustors
who follow the same trustee have features in common, based
on the assumption that trustors who endorse the same trustee
share similar tastes, and user and latent item characteristics
were learned so that personalized recommendations could be
made.

The above studies all incorporate social relationships into
the social recommendation process, which can alleviate the
cold-start and data sparsity problems encountered during rec-
ommendation to some extent. However, in an actual large-
scale social network, the relationships between users are
very sparse and constantly changing, and friendship or trust
relationships between users cannot be effectively extracted,
which affects the accuracy of recommendations.

To further improve the accuracy of recommendations,
the relationships between items [12]–[15] were introduced
into the recommendation. Liang et al. [13] proposed a joint
factorization model algorithm that calculates the similarity
between items by using the interaction information of cooc-
currence matrix points between items. Finally, the weight
matrix factorization model is used for recommendation,
which improves recommendation quality; however, for this
method, there is no constraint on the feature information
between items. Xu [14] proposed a recommendation algo-
rithm that combines social information and item relationships
based on matrix factorization, imposes regularized con-
straints on the feature information of items and maintains
the stability of data features during matrix factorization and
dimension reduction; however, this method considers only
the influence of friends’ favorite items on the user’s choices.
Xiao et al. [15] proposed the TranSIV generation model,
which integrates global information and considers item sim-
ilarity, and integrated social networking and rating informa-
tion into a unified model through migration learning to learn
user preferences. However, the above methods do not con-
sider the local similarity of items and cannot fully reflect the
similarity relationships between items. In addition, the influ-
ence of item attribute information on recommendation results
is ignored.

III. SOCIAL RECOMMENDATION ALGORITHM WITH
ITEM SIMILARITY
A. ITEM SIMILARITY CALCULATION BASED ON ATTRIBUTE
FREQUENCY AND ATTRIBUTE AGGREGATION
In the recommendation algorithm, similarity calculation
includes cosine similarity, Pearson correlation and modified
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cosine similarity. In this paper, the Pearson correlation is used
to calculate the similarity between item j and item j′. The
calculation formula is as follows:

Sim(j, j′) =

∑
p∈Pjj′

(Rpj − R̄j) · (Rpj′ − R̄j′ )√ ∑
p∈Pjj′

(Rpj − R̄j′ )2 ·
√ ∑
p∈Pjj′

(Rpj′ − R̄j′ )2
(1)

where Pjj′ is a collection of users who have rated both item
j and item j′, and Rj and Rj′ represent the average ratings of
item j and item j′, respectively. However, when the rating data
is sparse, the two items have fewer common ratings, and the
item’s similarity cannot be accurately calculated. At the same
time, using an algorithm strategy that simply relies on the
rating to calculate the item’s similarity without considering
the item’s characteristics also affects the recommendation
effect to some extent.

Item attribute information can provide additional informa-
tion to the recommender system and improve the similar-
ity calculation of the item. Therefore, this paper uses item
attribute information and prior information to propose the
global and local similarity measure of the item to capture
its overall similarity. Using the manifold learning method,
the low-dimensional similarity is calculated according to the
overall similarity of the item, and finally, it is combined with
the Pearson correlation calculation method.

Let O = {o1, o2, . . . , on} denote the item set. Then,
the overall similarity between item oj and item oj′ can be
calculated as:

S(oj, oj′ ) =
∑

a∈A,oj,oj′∈O

F(LSa(oj, oj′ ),GSa(oj, oj′ )) (2)

where A = {a1, a2, . . . , ah} denotes the attribute set, h is the
number of item attributes, LSa(oj, oj′ ) and LSa(oj, oj′ ) indicate
the item’s global and local similarity constraint functions,
respectively, and F(X , Y ) is the mapping function of the
item’s global and local similarity, which indicates the overall
similarity of the item.

For global item similarity, we focus on the impact of differ-
ent values of one attribute on the two terms. First, a set of item
values Ta = {t

o1
a , t

o2
a , . . . , t

on
a } is defined, and a frequency

counter function C(t
oj
a ) of a specific value of attribute a

of item oj, which indicates how many times the value t
oj
a

(i.e., the value of attribute a of oj) appears among all items,
is introduced. The item global similarity function is defined
as equation (3):

GSa(oj, oj′ ) =
C(t

oj
a )
n ·

C(t
oj′
a )
n

C(t
oj
a )
n +

C(t
oj
a )
n ·

C(t
oj′
a )
n +

C(t
oj′
a )
n

(3)

where n is the number of items in the entire item space O.
As shown in the above function, if the attribute values of the
two items appear the same number of times in all items n

2 ,
the global similarity is 1

5 , and the method based on the
attribute value frequency specifically yields the global sim-
ilarity of the item.

For the local similarity of the item, the similarity between
items oj and oj′ is calculated by aggregating attribute a, and
a′ ∈ A(a′ 6= a), where Ta′ = {t

o1
a′ , t

o2
a′ , . . . , t

on
a′ } is a set of

values of attribute a′. The conditional probability function is
defined as:

P
Ta′ |t

oj
a
(Ta′ , t

oj
a ) =

∑
t
oζ
a′
∈Ta′ ,oj,oζ∈O

C(t
oζ
a′ ∩ t

oj
a )

C(t
oj
a )

(4)

The local similarity function between items oj and oj′ is
defined as:

LSa(oj, oj′ ) =
∑

a′,a∈A,a′ 6=a

ηmin(P
Ta′ |t

oj
a
(Ta′ , t

oj
a ),

P
Ta′ |t

oj′
a
(Ta′ , t

oj′
a )) (5)

a′ is in attribute set A but not equal to attribute a and η is
the weighting factor of each part, where η ∈ (0, 1); η = 1

n in
the model. As shown above, LSa(oj, oj′ ) ∈ [0, 1].
Finally, the weights of the global similarity and local simi-

larity of the item are assigned. The overall similarity between
oj and oj′ is expressed as:

S(oj, oj′ ) =
∑

a∈A,oι,oτ∈�

σLSa(oι, oτ )+ (1− σ )GSa(oj, oj′ )

(6)

where σ is the harmonic factor between the global and local
similarities of the item, which is used to measure the degree
of influence of the global and local similarity. We usually set
σ = 0.5 in this model.
There is a ubiquitous and intrinsic relationship between

the items in the recommendation system. Taking Taobao as
an example. Each user has rated items by using a discrete
number on the scale of 1–5, and items interacted according
to categories, manufactures, and prices. The above similarity
model can be applied to the recommender systems, and the
similarity between the items can be calculated by S(oj, oj′ ).
Manifold learning is widely used in machine learning and

data mining [16]–[19]. The basic idea is to keep the data
characteristics in the original space when mapping data from
high-dimensional space to low-dimensional space. In this
paper, the item manifold learning [20] constraint is added;
according to the manifold hypothesis principle, if oj and oj′
are similar in the original data space, then they are similar
in the new mapping space. For items oj and oj′ , Knearest
indicates the distance between items. The similarity function
in equation (6) is used to calculate the distance between items,
as shown in equation (7):

Knearest(oj) = {oj′ |S(oj, oj′ ) > S(oj, ox),

∀ox /∈ Knearest(oj), ∀oj′ ∈ Knearest(oj)}

(7)

where S(oj, ox) represents the similarity between item j and
any item x. For the neighbor of item j, if S(oj, oj′ ) is greater
than S(oj, ox), and any item x is not a neighbor of item j, any
item j′ belongs to item j.
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After calculating the distance between the items, then
select the K neighbors of the item and calculate the simi-
larity between each item and the neighbor nodes. The low-
dimensional similarity of the item is represented by w, and
the final similarity expression of the item is obtained:

wjj′ =

{
S(oj, oj′ ), oj ∈ Knearest(oj′ ) ∨ oj′ ∈ Knearest(oj)
0, otherwise

(8)

The Pearson similarity calculation formula that incorpo-
rates the item attribute characteristics is as follows:

itemSim(j, j′) =

∑
j,j′∈O

(Rpj − R̄j) · (Rpj′ − R̄j′ )wjj′√ ∑
j,j′∈O

(Rpj − R̄j′ )2 ·
√ ∑
j,j′∈O

(Rpj′ − R̄j′ )2

(9)

B. DOUBLE REGULARIZATION MATRIX FACTORIZATION
MODEL
To further predict the missing data of the user-item rating
matrix Rm×n, the high-dimensional user-item rating matrix
is decomposed into a low-dimensional user feature matrix
and an item feature matrix. U represents the user feature
matrix, and V represents the item feature matrix, as shown
in equation (10):

R ≈ UTV (10)

where U ∈ Rm×d , V ∈ Rn×d , d < min(m, n), and the
low rank matrix factorization method approximates the rating
matrix according to the products of the d rank factor R. Ui
is the latent feature vector of user i, Vj is the latent feature
vector of item j, and the predicted rating of user i for item j
is expressed as R̂ij = UT

i Vj. The squared loss between the
predicted rating and the original rating is used as the loss
function, and the loss function is minimized to approximate
the rating matrix Rm×n.

min
U ,V

1
2

m∑
i=1

n∑
j=1

Iij(Rij − UT
i Vj)

2 (11)

Here, Iij is an index function, indicating that if, user i has
rated item j, then it is equal to 1; otherwise, it is equal to 0.
To prevent overfitting, two regularization terms are added in
formula (11), and the final optimization objective function is
calculated as:

min
U ,V

1
2

m∑
i=1

n∑
j=1

Iij(Rij − UT
i Vj)

2
+
λ1

2
‖ U ‖2F +

λ2

2
‖ V ‖2F

(12)

where λ1, λ2 > 0, ‖ · ‖F indicates the regularization
constraint norm. The stochastic gradient descent method is
used to optimize the objective function to obtain the missing
value of the original rating.

In social networks, users usually prefer to connect with
users who share their interests. Therefore, the user’s decision

is easily influenced by friends, and the closer the relation-
ship between users, the higher the impact. Adding social
relationships based on the above model gradually biases the
user’s interest toward the preferences of friends in the social
network [8]. The objective function is shown in formula (13):

min
U ,V

L1(R,U ,V ) =
1
2

m∑
i=1

n∑
j=1

Iij(Rij − UT
i Vj)

2

+
α

2

m∑
i=1

∑
f ∈F+(i)

Sim(i, f ) ‖ Ui − Uf ‖2F

+
λ1

2
‖ U ‖2F +

λ2

2
‖ V ‖2F (13)

α > 0, F+(i) is the friend group of the user, Sim(i, f ) is
the similarity between user i and user f , and different friends
have different similarities.

In a real recommendation scenario, because the rating
matrix is very sparse, it is not common for friend relationships
to have rating records for the same item when calculating
user similarity. To alleviate the cold-start and data sparsity
problems and improve recommendation performance, this
paper incorporates the item regularization constraints, guides
the learning process by calculating the similarity between
items, and makes similar items easier to recommend to tar-
get users, thus, the recommendation results are more inter-
pretable. The item regularization constraint function is given
by equation (14):

β

2

n∑
j=1

n∑
j′=1

itemSim(j, j′) ‖ Vj − Vj′ ‖
2
F (14)

Vj and Vj′ represent the latent feature vector of the item,
and β is the item regularization constraint parameter used to
constrain the item characteristics. The above model uses the
regularization method to maintain the stability of the features
of the item after dimension reduction, that is, the greater the
similarity between the items, the smaller the distance of the
corresponding feature vector. Finally, the objective function
is given by equation (15):

min
U ,V

L2(R,U ,V ) =
1
2

m∑
i=1

n∑
j=1

Iij(Rij − UT
i Vj)

2

+
α

2

m∑
i=1

∑
f ∈F+(i)

Sim(i, f ) ‖ Ui − Uf ‖2F

+
β

2

n∑
j=1

n∑
j′=1

itemSim(j, j′) ‖ Vj − Vj′ ‖
2
F

+
λ1

2
‖ U ‖2F +

λ2

2
‖ V ‖2F (15)

The user’s latent feature matrix by matrix factorization
can reflect the similarity of user friend preferences in the
social network. The above objective function is optimized
based on the similarity between social friends, and the feature
vector of the target user is constrained by the user’s friends;
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TABLE 1. Data description.

TABLE 2. Performance comparison on all users.

this influence is reflected in the social relationship regularity.
The regularization term of the item constrains the latent fea-
ture matrix of the item and optimizes the similarity between
items. The feature vector of the item is constrained by the
manifold relationship and its own special attribute. This effect
is reflected in the item regularity term.

Finally, the rating matrix, social relationship and item
similarity are unified in the matrix factorization framework
so that the learned rating matrix is closer to the true value.
In this paper, we use the stochastic gradient descent method
to optimize the objective function, calculate the new objective
function with the new variable value, and iterate until the loss
function converges to obtain the final prediction rating.

Step 1: The loss function L2 is used to bias the variable Ui

∂L2

∂Ui
=

n∑
j=1

Iij(UT
i Vj − Rij)Vj

+α
∑

f ∈F+(i)

Sim(i, f )(Ui − Uf )

+α
∑

g∈F−(i)

Sim(i, g)(Ui − Ug)+λ1Ui (16)

The loss function L2 is used to bias the variable Vj

∂L2

∂Vj
=

m∑
i=1

Iij(UT
i Vj − Rij)Uj

+β

n∑
j′=1

itemSim(j, j′)(Vj − Vj′ )+ λ2Vj (17)

Step 2: The variables in the model are updated

Ui ← Ui − ω
∂L2

∂Ui
(18)

Vj ← Vj − ω
∂L2

∂Vj
(19)

Finally, the user and item latent feature vectors Ui and Vj
are obtained separately, and the inner product of Ui and Vj
is used to predict the missing value of the original rating
matrix R:

R̂ij = UT
i Vj (20)

The details of the double regularization matrix factoriza-
tion recommendation algorithm are as follows:

The time complexity of DRMF is mainly calculated
according to the objective function L2 and the corresponding
partial derivative. The time complexity of calculating the
objective function L2 is O(d |R| + d |F | + mdh), where |R|
and |F | represent the number of ratings and the number of
social relationships, respectively, d represents the potential
feature dimension, h indicates the number of attributes, and
m represents the number of users. The time complexity for
calculating partial derivatives is O(d |R|) and O(mdh). The
time complexity of this algorithm is O(d |R|r̄ + d |F | +mdh),
where r̄ represents the average number of ratings for users.
Therefore, the overall complexity of the algorithm is linear
with the number of ratings, the number of social relationships,
the number of project attributes, and the number of users, and
the algorithm can handle large-scale data.
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Algorithm 1
Input: Ao: item attribute in item space O; F : social rela-
tionship set; α: social relationship constraint; β: item
relationship constraint; λ1: user regularization parameter;
λ2: item regularization parameter; d : latent feature vector
dimension;ω:learning rate;Max: maximum number of iter-
ations;$ :stop the iteration threshold$ .
Output: U ,V .
1 Randomly initialize U and V
2 where oj and oj′∈O, Eq.(6) // Construct the item relation-
ship relationship
3where oj and oj′ ∈ O,Eq.(7) // Construct a neighborhood
relationship
4 Calculate the low-level similarity of the item, Eq. (8)
5 Calculate the similarity of the attributes of the fusion
item, Eq. (9)
6 Calculate the objective function, Eq. (15)
7 while max < Max or Lmax−Lmax−1 < $ do
8 for p ∈ [1,m] do
9 for o ∈ [1, n] do
10 if S(oj, oj′ ) > 0 then

11 Ui← Ui − ω
∂L2

∂Ui
// Update Ui

12 Vj← Vj − ω
∂L2

∂Vj
// Update Vj

13 end if
14 end for
15 end for
16 end while
17 return U , V

IV. EXPERIMENT
A. DATASET
To analyze the influences of different types of information on
the recommendation results, four datasets containing social
relations and rating information, i.e., Epinions, Douban,
Ciao, and Flixster, are selected to verify the proposed
algorithm.

Epinions is an item review site that allows users to rate
items; including item categories, prices, descriptions, etc.,
as well as user social relationships. Douban is a social net-
working site that allows users to rate movies, music, etc.;
the properties of a movie include movie ID, movie name,
and category, and the user can add friends to build a social
relationship. Ciao is an item review site that allows users to
rate items; item attributes include category, name, and ID.
Flixster is a movie site that allows users to rate movies; movie
attributes includemovie name and category. The details of the
four datasets are shown in Table 1.

In this paper, the five-fold cross-validation method is
used to train and test the recommended model, and the
final test results are taken as the mean of five experimental
results.

FIGURE 1. Impact of parameters.

B. COMPARISON METHOD AND EVALUATION METRICS
To verify the validity of the DRMF algorithm, it is compared
with five representative algorithms. The comparison algo-
rithms are as follows:
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TABLE 3. Performance comparison on cold start users.

(1) PMF [2]: probability-basedmatrix factorization recom-
mendation algorithm proposed by Salakhutdinov et al.
(2) SoReg [8]: a social regularization recommendation

algorithm based on social relations proposed by Ma et al.
(3) SVD++ [3]: a recommendation algorithm proposed by

Koren et al. that simultaneously considers user information
and item information

(4) TrustSVD [9]: the extended SVD++ model proposed
by Guo et al. that introduces social information
(5) TCRec [10]: method proposed by Jaehoon et al. in

which trustors who follow the same trustee have features in
common

According to the relevant literature [8]–[10], the regular-
ization parameters of PMF, SoReg, and the SVD++ algo-
rithm are λu = λv = 0.001; for SoReg, β = 0.1. For
TrustSVD, λu = λv = 1.2, and λt = 0.9. For TCRec,
λu = λv = λs = 0.1, λb = 0.01, β = 100.
In this paper, the performance of the recommendation

algorithm is measured according to two evaluation metrics:
the root mean square error (RMSE) and the mean absolute
error (MAE). The accuracy of the results is determined by
calculating the error between the true rating and the predicted
rating. The smaller the error, the higher the accuracy of
the recommendation. The evaluation metrics are defined as
follows:

RMSE =

√∑
i,j(Rij − R̂ij)

2

T
(21)

MAE =

∑
i,j |Rij − R̂ij|

T
(22)

where T represents the number of ratings in the test set, Rij
represents the true user’s rating on the item, and R̂ij indicates
the predicted rating.

C. EXPERIMENTAL PARAMETERS SETTING
In order to explore the influence of parameters in the DRMF
algorithm on the recommendation results. Taking the Douban
data set as an example, an experiment is carried out with

TABLE 4. Distribution of users with different ratings.

5 dimensions of latent features. According to the litera-
ture [5], the parameters α and β are set to 0.000001, 0.00001,
0.0001, 0.001, 0.01, 0.1, and 0.2. Parameter λu = λv is set to
0.001, 0.01, 0.1, 0.5, 1, 1.5, and 2.

Here, α controls the influence of the user’s social relation-
ship on the recommendation result, β controls the impact
of the regularization relationship of the item on the rec-
ommendation result, and λu and λv represent the constraint
parameters of the user and the item, respectively.

For α and β, it can be seen from Figure 1 (a) and (b)
that, as the values of α and β increase, the RMSE first
decreases and then increases. Obviously, the optimum values
of α and β are 0.1. Therefore, the regularization of the item
and social relationship have a certain impact on the learning
process, which indicates that combining item similarity and
regularization of the social recommendation model improves
the recommendation accuracy of the recommender system.

For λu and λv, it can be seen from (c) of Figure 1 that the
optimal values of λu and λv (i.e., the values for which the
point error of the algorithm is the smallest) are 0.5. When
the values of λu and λv are either too large or too small,
the results are unsatisfactory. Therefore, for the user and the
item’s regularization parameters, λu = λv = 0.5 is the best
value.

D. EXPERIMENTAL RESULTS AND ANALYSIS
To verify the prediction accuracy of the DRMF algorithm,
it compares with five algorithms PMF, SoReg, SVD++,
TrustSVD, and TCRec.

First, we conducted experiments and compared different
feature dimensions. This experiment compared the results
of various algorithms using the Epinions, Douban, Ciao,
and Flixster datasets. The latent feature dimension was set
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TABLE 5. Distribution of users with different social relationships.

FIGURE 2. Comparison of RMSE for six algorithms.

to d = 5 and 10 to verify the accuracies of various algo-
rithms. Similar to reference [8], users with less than 5 ratings
in the training set are called cold-start users. The experi-
mental results of six recommended algorithms are shown
in Table 2 and Table 3. Table 2 shows the comparison
results for the overall user set, and Table 3 shows the com-
parison results for the cold start user set. It can be seen
from Table 2 that, compared with PMF, the recommen-
dation accuracy of SVD++ is significantly improved for
the overall user set, indicating that user information and
item information can improve the prediction accuracy of the
recommendation algorithm. As seen from Table 3, in the
cold start user set, DRMF is compared with several other

experimental methods, and the recommendation accuracy is
greatly improved. When the user is a cold-start user, there are
usually few social relationships, and the social relationships
improve the performance of the recommendation algorithm.
When the target item is a noncold-start item, the relationships
between items can improve the accuracy of the recommen-
dation algorithm. For the overall user set and cold-start user
set, compared with PMF, the three social recommendation
algorithms SoReg, TrustSVD, and TCRec show improved
recommendation accuracies, indicating that the social rela-
tionship helps to improve the prediction accuracy of the
recommender system, Compared with SoReg, TrustSVD and
TCRec, DRMF performs better, indicating that combining
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FIGURE 3. Comparison of RMSE for four algorithms.

item relationships and social relationships can improve the
accuracy of recommendation.

Second, we conducted experiments and compared rat-
ings. Taking the Epinions and Douban datasets as examples,
the number of users in the training set was divided into
five groups, i.e., [0, 10], [11, 30], [31, 50], [51, 90], and
[91,+∞], and the latent feature dimension was set to d= 10.
Table 4 and Figure 2 show the proportion of each group of
user ratings and the comparison results of the Epinions and
Douban datasets, respectively. It can be seen fromTable 4 that
the majority of users have fewer than 10 ratings, indicating
that the dataset is sparse. From the comparison results of
the Douban and Epinions datasets, the SoReg, TrustSVD,
TCRec, and DRMF algorithms perform better than the PMF
algorithm, indicating that social relationships help to improve
algorithm accuracy. DRMF is obviously superior to several
recommended algorithms, indicating that, when the rating
is sparse, the social relationships between users are usually
sparse, and then considering the relationships between items
can improve the accuracy of the recommendation algorithm.
As the number of ratings increases, the RMSE trend ofDRMF

is not blindly reduced. Thus, when the number of ratings is
too large, the user’s preference will diverge, which results in
the inability to accurately learn the latent feature vectors of
user preferences. However, the DRMF algorithm in this paper
still performs better than other algorithms.

Finally, we conducted experiments and compared different
social relationships. Taking the Epinions andDouban datasets
as examples, the number of social relationships in the training
set is divided into five groups, i.e., [0, 5], [6, 10], [11, 20],
[21, 50], [51, 90], [91, 500], and [501, +∞], and the latent
feature dimension is set to d= 10. Table 5 and Figure 3 show
the distribution of social relations and the comparison results
for the experimental datasets. This experiment compares the
social recommendation methods SoReg, TrustSVD, TCRec
and DRMF. It can be seen from Table 5 that most of the user
social relationships are less than five. The comparison results
on the Epinions and Douban datasets indicate that, when
there are few social relationships, relying only on the rating
data cannot result in good recommendations and will affect
the recommendation accuracy. When there are many social
relationships, the user’s preferences will be overly dependent
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on the surrounding information, and the latent feature vectors
of the learned users will be inaccurate. However, the DRMF
method is superior to other algorithms, indicating that, when
considering social relationships and items simultaneously,
the proposed recommendation algorithm will achieve better
results.

V. CONCLUSION
Recommendation algorithms which is based on social net-
works generally assume that the user’s preference will be
affected by the preferences of friends; however, in reality,
social relationships are very sparse and unstable, and recom-
mendations will be affected to varying degrees. To solve the
problems of traditional social network recommendation algo-
rithms, this paper proposes a double regularization matrix
factorization recommendation algorithm. In addition to social
relations, the relationships between items are considered,
manifold learning is used to improve the item similarity cal-
culation, and item regularization is used in the social matrix
factorization model. Through experiments, this method has
been shown to mitigate the cold start problem and the data
sparseness problem.

This paper considers only the influence of attribute infor-
mation on the relationships between items. In the future,
a method that better integrates context information, item
relationships and social relationships should be developed
to better predict the target user’s preferences for specific
items. Finally, deep learning technology has shown great
potential in the field of natural language processing. Thus,
using deep learning techniques to improve existing recom-
mendation algorithms will become a hot research direction
in the field of recommender systems.
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