
Received August 23, 2019, accepted September 15, 2019, date of publication September 24, 2019, date of current version October 9, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2943515

Non-Linear Input Variable Selection Approach
Integrated With Non-Tuned Data Intelligence
Model for Streamflow Pattern Simulation
SINAN JASIM HADI1, S. I. ABBA2, SAAD SH. SAMMEN3, SINAN Q. SALIH4,
NADHIR AL-ANSARI5, AND ZAHER MUNDHER YASEEN 6
1Department of the Real Estate Development and Management, Ankara University, 06100 Ankara, Turkey
2Department of Physical Planning Development, Maitama Sule University Kano, Kano 700221, Nigeria
3Department of Civil Engineering, College of Engineering, Diyala University, Diyala Governorate, Iraq
4Institute of Research and Development, Duy Tan University, Da Nang 550000, Vietnam
5Civil, Environmental and Natural Resources Engineering, Lulea University of Technology, 97187 Lulea, Sweden
6Sustainable Developments in Civil Engineering Research Group, Faculty of Civil Engineering, Ton Duc Thang University, Ho Chi Minh City, Vietnam

Corresponding author: Zaher Mundher Yaseen (yaseen@tdtu.edu.vn)

ABSTRACT Streamflow modeling is considered as an essential component for water resources planning
and management. There are numerous challenges related to streamflow prediction that are facing water
resources engineers. These challenges due to the complex processes associated with several natural variables
such as non-stationarity, non-linearity, and randomness. In this study, a new model is proposed to predict
long-term streamflow. Several lags that cover several years are abstracted using the potential of Extreme
Gradient Boosting (XGB) then after the selected inputs variables are imposed into the predictive model
(i.e., Extreme Learning Machine (ELM)). The proposed model is compared with the stand-alone schema in
which the optimum lags of the variables are supplied into the XGB and ELMmodels. Hydrological variables
including rainfall, temperature and evapotranspiration are used to build the model and predict the streamflow
at Goksu-Himmeti basin in Turkey. The results showed that XGB model performed an excellent result in
which can be used for predicting the streamflow pattern. Also, it is clear from the attained results that the
accuracy of the streamflow prediction using XGB technique could be improved when the high number of lags
was used. However, the implementation of the XGB is tree-based technique in which several issues could be
raised such as overfitting problem. The proposed schema XGBELM in which XGB approach is selected the
correlated inputs and ranking them according to their importance; then after, the selected inputs are supplied
into the ELM model for the prediction process. The XGBELMmodel outperformed the stand-alone schema
of both XGB and ELM models and the high-lagged schema of the XGB. It is important to indicate that the
XGBELM model found to improve the prediction ability with minimum variables number.

INDEX TERMS Correlated variables, non-linear XGB approach, extreme learning machine, streamflow
simulation.

I. INTRODUCTION
Scientific studies have evidenced the complex nature of
streamflow pattern due to the association to natural variabil-
ities (such as their randomness, non-stationarity, complex
nature, and non-linearity) [1]. In the field of hydrology,
several efforts have been dedicated to the enhancement
of the accuracy and reliability of predicting hydrological
variables [2]–[6]. Until now, several hydro-meteorological
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studies have been performed but no single approach has
been identified as applicable in modeling hydrological events
under different conditions, especially with different catch-
ment features due to certain physical processes such as the
periodicity or randomness of the methods, the existing pat-
terns in the model data, as well as the natural stochasticity
that often describes streamflow datasets [7], [8]. Based on
this perspective, there is currently no widely accepted model
which can outperform other models in different hydrological
conditions. The generation of a consistent prediction using
several models may not be achievable due to the dynamic
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nature non-stationarity of historical data. This has made it
necessary that researchers should develop stronger and effi-
cient models using the available historical data [9]. Further-
more, the advantage of the rapidly evolving computational
models which can improve the accuracy of modelingmethod-
ologies must be considered as well [10]–[12]. Newly devel-
oped data intelligence methodologies should be investigated
in the development of these robust and efficient prediction
models.

To have a perfect understanding of water resource man-
agement, it is necessary to understand the hydrological
processes that govern streamflow pattern and its phe-
nomenon [13], [14]. The past few decades have wit-
nessed several studies on streamflow phenomenon as a
result of the interests in studying both regional and global
pattern of hydrologic changes that cause flooding and
drought [15]–[17]. According to the literature, the streamflow
pattern is modeled using twomain approaches: (i) using phys-
ically based models such as models that deploy partial dif-
ferential equations, and (ii) using artificial intelligence (AI)
based statistical models such as soft computing methods [14].
However, several studies need to be done and especially on
the hydrological variables that will provide the initial and
boundary criteria required for the simulation of the elemental
processes of a given watershed using the physically based
models.

Based on the established streamflow simulation studies,
classical regression tools have been widely used but they
have been generally associated with low accuracy levels,
giving room to the development of the AI methods which
are considered as accurate and non-linear hydrologic tools.
Based on several comprehensive review researches in the
field of hydrology, numerous AI models explored for stream-
flow simulation such as support vector machine (SVM),
artificial neural network (ANN), adaptive neuro-fuzzy infer-
ence system (ANFIS), complementary wavelet-AI model,
and hybrid evolutionary computing models [8], [15]–[18].
However, there is still a notable level of challenges associated
with these models in terms of their generalization and imple-
mentation as an expert system for river engineering sustain-
ability. Such shortcomings include their time-inefficiency and
non-automated modeling process. Therefore, it has become
necessary to design a universally applicable automated AI
model which can be implemented over different local scales.

The extreme learning machine (ELM) was recently devel-
oped as a new learning approach whose major advantage is
in its ability to map the internal features without the need
to iteratively tune the parameters of the hidden neuron as
required in a traditional ANN model [19]. The input and
hidden neuron weightings are computed randomly in the
ELM from several pre-assigned neurons without having to
pass through all the neurons in the model [20]. Furthermore,
the generalization capability of the ELM is acceptable, and it
requires less computation time [14].

By recalling the recent hydrological studies on the stream-
flow modeling using the feasibility of the ELM mode

approach have produced optimistic results. Reference [21]
made the first attempt on the implementation of using ELM
algorithm to module streamflow as a predictive machine
learning model (unorganized) for the capturing of the
non-linearity of hydrological problems in seasonal stream-
flow data sourced from the Brazilian hydropower plant.
From the results, scholars observed a significant finding with
respect to streamflow time series modeling which ushered
in the exploration of the suitability of this approach as a
hydrological tool. Several other attempts were made by other
researchers, such as who deployed a new predictive model on
two reservoir monthly inflow in China and reported excellent
prediction skills based on the modeling results which were
validated using SVR (one of the dominant AI models).

Another study conducted on the integration of ELMmodel
with binary-coded swarm optimization (BCSO) based on
implicit base flow separation streamflow prediction [22].
During the modeling process, the digital filter of the input
variable was optimized using the BCSO method and the
results showed significant base-flow process underestimation
due to the inefficiency of the reflected geographical infor-
mation of the investigated watershed. A conventional ELM
model was developed by [23] for hydrological time series
prediction in the USA based on the daily time series infor-
mation. However, the ELM model used in this study showed
a slight difference in accuracy compared to an evolutionary
computing SVR model. Another version of the ELM called
online sequential ELM (OS-ELM) was recently proposed
for the simulation of different streamflow pattern scales in
Canada by [24]. From the findings, there was a significant
level of differences in the forecasting accuracy compared
to multi-linear regression (MLR) model which served as a
benchmark model. The OS-ELM was also applied for the
forecasting of flooding events in Neckar River, Germany,
by [25], where the hourly meteorological dataset was used
for the construction and evaluation of the OS-ELM. A non-
tuned ELM-based predictive model was proposed by for
the modeling of the monthly time scale streamflow data
in Iraq [26]. Upon the verification of the proposed model
against support vector regression and generalized regression
neural network models, the proposed ELM model showed an
effective predictive model for monthly time-scale over the
semi-arid region. Reference [27] studied the potential of ELM
model for streamflow prediction in Queensland, Australia
using a set of nine predictors to investigate the seasonality of
discharge water level. The predictors used in the study were
rainfall; Pacific Decadal Oscillation Index; Indian Ocean
Dipole Index; Southern Oscillation Index; ENSO Modoki
Index; Nino 3.0, Nino 3.4, and Nino 4.0 sea surface temper-
atures (SSTs). The ELM model did not only have a better
accuracy compared to the ANN, but it was also faster than the
ANN model by several folds, showing its suitability as a tool
for modeling real-time streamflow. Reference [28] performed
another study on the ELM application to forecast the daily
time scale (of tropical environment) of Johor River located in
Malaysia. Research finding evidenced the capacity of ELM
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model on this region. Reference [29] developed a hybrid ELM
coupled with wavelet denoising method to forecast stream-
flow based on multi-station information. The performance of
the proposed hybrid model compared to that of least square
SVM (LSSVM) model and the results were reported to be
good. On this premise, an attempt towards the integration
of ELM model with the genetic algorithm (GA) (an input
selection algorithm) has beenmade by [30] for the forecasting
of the monthly streamflow at the Ajichai Basin. The outcome
of the study showed that the integration of ELM with GA
enhanced the forecasting accuracy of the ELM model. All
the forgoing researches evidenced the capability of the ELM
model over the other AI models in simulating streamflow
pattern over multiple locations all around the globe.

As a fact, the non-linear relationships between the sim-
ulated parameters and the estimators can be established by
the conceptually based methods that depend on historical
input data without the need for a previous information about
the nature of the flow. Such models are beneficial because
they require fewer hydrological inputs [31]. The steps in
the AI-based models include the issue analysis, data collec-
tion and pre-processing, data-driven model selection, optimal
model identification from the list of trained models, and final
model evaluation. Among these steps, the most vital step
is the identification of the data-driven model because it is
the stage for the implementation of the learning process and
feature extraction; the approximation of the optimal model is
achieved by minimizing the training error between the target
and forecasted matrix, while the optimal model is selected
from the list of trained models (model with the lowest mean
square error is selected) based on an independent set of
validation processes. Several factors which can affect real
hydrological conditions can also affect the approximation
accuracy of AI models. Such factors include the model input
determination, the time scale or forecast horizon, as well as
the model configuration.

It can be observed from the reported literature, most of the
research established using linear statistical approaches (e.g.,
auto-correlation function (ACF) and partial auto-correlation
function (PACF)) to abstract the correlated lags of the histor-
ical data time series [26], [32]. Indeed, this is the main draw-
back as the actual relationship between those correlated lags
and the targeted step is characterized by non-linear relation-
ship; hence, this problem needs a serious attention by scholars
to be addressed. Using such amethod like ACF or PACF leads
to choosing the successive lags in predicting any time series,
this could not be the case inmachine learningmodels. In these
two methods, the correlation used is linear while the relation-
ship between the input and output variables is non-linear in
which some of the non-linearity could be explained. Thus,
exploring a new approach where the essential correlated lag
times are abstracted using non-linear mechanism is highly
needed. The objective of current study is to use a hybrid
model consists of XGB and ELM for modeling monthly scale
streamflow pattern. XGB approach is non-linear tree-based
model that has the ability to abstract the significant correlated

attributes for the prediction matrix (i.e., lags time in this
case) [33], [34]. According to the significant of the selection
of the appropriate inputs ‘‘input attributes for the prediction
matrix’’ in sequential manner [35], the current research is
devoted on the integration of non-linear input selection with
non-tuned learning model for modeling hydrological prob-
lem. The proper selection of the relevant candidates has been
proved scientifically influencing the prediction capacity for
such a complex non-linear and non-stationary problems [36].
The major motivation of this study is to inspect the potential
of XGB approach for selecting the most significant related
attributes to the targeted variable. For this purpose, the hybrid
model is established to improve the prediction performance
and skills of the non-tuned data intelligence model for mim-
icking the streamflow pattern.

II. METHODS AND MODELING DEVELOPMENT
A. EXTREME GRADIENT BOOSTING (XGB)
XGB as a novel non-linear supervised learning approach, was
first developed by [37]. It has the computational efficiency,
speed learning ability and capable processing of the Gradient
tree boosting algorithm developed by [38]. The ensemble
learning of decision three was applied in the XGB algorithms
and can be used for both regression and classification [39].
However, since the pronouncement of this new algorithm to
the best authors’ knowledge there is no published research
indicating the application of XGB in streamflow forecast-
ing in general and as essential means of input section with
a wavelet. Due to the outstanding distinctive features, this
algorithm is employed in this study both in modeling and
selection process.

The algorithm is attributed to the set of classification and
regression trees (CART) as it differs from decision tree (DT),
in that each of the leaves has a real score that helps in
richer interpretation that beyond the classification which is
the case in DT. In CART, a single tree is used which is
incapable and weak to some extent, hence, an ensemble of
multiple trees is proposed. For a sample of training data set
(with multiple feature) xi (i.e. lagged downstream, upstream,
rainfall, temperature, and potential evapotranspiration in this
study) to predict a target variable yi (i.e., one month ahead
downstream), the mathematically expression of the ensemble
of k number of trees can be written as [40]:

ŷ =
K∑
k=1

fk (xi) , fk ∈ F (1)

where fk is a function in a set of all likely function in CARTs,
F the set of these functions. Optimization is the major objec-
tive of this function as [40]:

obj (θ) =
n∑
i=1

l(yi, ŷi)+
t∑
i=1

�(fi) (2)

where l and � part is the training loss and regularization
function, respectively with the latter being used to control the
complexity and prevent the overfitting.
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For the purpose of training a unary function for training is
consider, because it is a bit hard to train all the three function
simultaneously (fi). Hence the prediction value at step t as ŷti
lead to [40]:

ŷti =
t∑

k=1

fk (xi) = ŷt−1i + ft (xi) (3)

After the substitution of the new predicted values from
Eq. (3), the performance of every single iteration is accom-
plished by the addition of one tree and the chosen tree is the
one that minimizes the objective function in Eq. (4). Keeping
in mind that, the mean squared errors (MSE) as the loss
function, the objective function becomes [33]:

objt =
n∑
i=1

(yi − (ŷt−1i + ft (xi)))
2
+

t∑
i=1

�(fi) (4)

which can also be in a form of [33]:

objt =
n∑
i=1

[2
(
ŷt−1i − yi

)
ft (xi)+ft (xi)

2
+�(ft )+ constant

(5)

Generally, for the function in form of first order or quadratic
the MSE is approachable while functions like logistic tend
more complicated, thus, Taylor expansion up to the second
order is employed [33]:

objt =
n∑
i=1

[l
(
yi, ŷ

t−1
i

)
+ gift (xi)+

1
2
hif

t
(xi)

2

+�(ft )+ constant (6)

where gi = ∂ŷt−1i
l(yi − ŷt−1i ), and hi = ∂2

ŷt−1i
l(yi − ŷt−1i ).

Note that, the tree can be defined as ft (x) = wq(x), and the
regularization function is considered as in Eq. (7).

�(f ) = γT +
1
2
λ

T∑
j=1

w2
j (7)

where w, q and T represents vector of scores on leaves,
assigning function of each point in the data to the equivalent
leaf and number of leaves, respectively. The objective value
of the (6) t th can be written as in Eq. (8) this followed by the
addition of Eq. (7) and eliminating the constants from Eq. (7).

objt ≈
n∑
i=1

[giwq(xi) +
1
2
hiw2

q(xi)]+ γT +
1
2
λ

T∑
j=1

w2
j

=

∑T

j=1
[
(∑

i∈Ii
gi
)
wj +

1
2

(∑
i∈Ii

hi + λ
)
w2
j + γT

(8)

where Ii = { i| q (xi) = j signifies the indices of data points
given to the jth leaf. By defining Gj =

∑
i∈Ii gi and Hj =∑

i∈Ii hi, the objective function is written as:

objt =
T∑
j=1

[Gjwj +
1
2

(
Hj + λ

)
w2
j + γT (9)

In order to determine the goodness of any given structure
tree q(x), the best wj and objective function can be written
as:

w∗j = −
Gj

Hj + λ
(10)

obj∗ = −
1
2

T∑
j=1

Gj
Hj + λ

+ γT (11)

Meanwhile, computing all the tress options and select the best
one is not an inflexible process of solving the problem; hence,
Eq. (12) is applied for both optimization of the tree and score
gain in splitting a leaf into two leaves. Eq. (12) consists of the
score on the new left leaf (L), the score of the new tight leaf
(R), the score in the original leaf, and the regularization term.
In case of the gain is less than it would be better not to add
the branch.

Gain=
1
2

[
G2
L

HL + λ
+

G2
R

HR+λ
−

(GL + GR)2

HL + HR + λ

]
− γ (12)

With the addition of the gain information of the parameter
which all together measure a certain parameter for the entire
trees network, this algorithm is used to obtain all the feature
importance. For the purpose of forecasting the stream flow,
in this research the characteristic is applied for proposing a
new tool of the important scales in the CWT.

B. EXTREME LEARNING MACHINE (ELM)
Learning in the context of ELM was first proposed
by [20] as a relatively emerging system of data-driven mod-
els (DDMs) comprises of single layer feed forward neural
networks (SLFNNs) architecture, but quite different from the
traditional neural network. The promising manners of the
ELM could be attributed to its generalization ability and fast
learning speed. With regards to common neural network (i.e.,
Back-propagation NN), ELM overcomes the problems of
slow learning speed, local minima and overfitting [19]. In the
last decades the ELM algorithms have been applied in various
field of hydrological modeling by several researchers due to
it is high performance ability and precisely for streamflow
forecasting such as [41].

In this study, an ELM model was developed using train-
ing data set {(x1, y1) , . . . , (xt , yt)} where xt and yt are the
explanatory and response variable, respectively. For this pur-
pose, the explanatory variables (input vector) denoted as
x1, x2, . . . , xt defined as the lagged streamflow and the out-
put vector y1, y2, . . . , yt represent the observed one step
ahead streamflow. For set of N training samples (i.e. t =
1, 2, . . . ,N ) in which xt ∈ Rd and yt ∈ R, a SLFN with
H hidden nodes is mathematically expressed as [20]:

H∑
i=1

Bigi (αi.xt + βi) = zt , (13)

where B ∈ RH , Z (zt ∈ R) and G (α, β, x) represents
the forecasted weights in the output layer, model output
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and activation function of the hidden layer, respectively.
While αi, βi, i and d signifies the weights of the randomized
layers, biases of these randomized layers, the index of the
specific node in the hidden layer and the number of inputs,
respectively.

As stated above, the study employed activation function
using trial and error approach to check the best activation
function and found that sigmoid is the best as [42]:

G (x) =
1

1+ exp(−x)
, (14)

The output layer contained a linear transfer function, in an
ELMmodel a proper number of hidden neurons, randomized
input layer weights (α), and randomized hidden layer biases
(β) can lead to a zero error (Eq. (15)). Therefore, produced
the weights of the output layer can be obtained analytically
for any training dataset [20]:

N∑
t=1

‖zt − yt‖ = 0, (15)

The system of linear equation can be used to obtain the value
of B for any input-output training samples:

Y = GB (16)

in which

G (α, β, x)

=

 g(x1)
...

g(xN )


=

 g1(α1.x1 + β1) · · · gL(wH .x1 + βH )
... · · ·

...

g1(αN .xN + β1) · · · gL(wH .xN + βF )


N×H

(17)

and

B =

 BT1
...

BTH


H×1

(18)

and

Y =

 y
T
1
...

yTN


N×1

(19)

whereG here known as the hidden layer output, T is the trans-
pose of the matrix. The output weights B̂ can be estimated by
inverting the matrix of the hidden layer using Moore-penrose
generalized inverse function (+):

B̂ = G+Y (20)

Eventually, the estimated values ŷ (i.e. represents the one
month ahead streamflow in this study) can be determined by:

ŷ =
H∑
i=1

B̂igi (αi.xt + βi) (21)

FIGURE 1. The proposed modeling input selection schema for the
streamflow according to their importance.

C. PROPOSED MODELING SCHEMA
ELM has been proved as robust non-linear machine learning
approach that could be used for modeling complex time series
but the problem not only in ELM rather in most of the
machine learning techniques is the selection of the inputs as
having too much inputs deteriorate the model performance
and having less input may not unhide all the hidden informa-
tion in the time series [41], [36]. XGB is tree-based model
that have the ability to show the importance of the inputs
used in predicting the output [43]. Therefore; in this paper,
a modeling schema is proposed in which the inputs used for
streamflow prediction is arranged according to their impor-
tance before being used for the prediction process. In other
worlds, as can be seen in Figure 1, the XGB is used for rank-
ing the inputs according to their importance in predicting the
output, and then these inputs are taking into account accord-
ing to their rank starting with the most important and ending
with the less important input. Accordingly, the first model
includes only the most important input and the second model
includes the most important and the second most important
inputs, and the last model includes all the inputs has been
ranked in the important matrix. These models are then used
as ELM models and eventually all the models are evaluated,
and the inputs of the best performed model chosen as the best
inputs.

m1 = im1

m2 = im1 + im2

mn = im1 + im2 . . .+ imn (22)

where m is the model, im is the input, and n is the number of
the inputs included in the importance matrix.

D. MODELING DEVELOPMENT
According to autoregression theory, most of the time series
data including the hydrologic variable such as the streamflow
as the case in this study can be predicted using the lags
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TABLE 1. The developed input variables models.

of the same time series or variables that contributes in the
output variables. In order to define the optimum number of
lags if the same variable considered, Autocorrelation function
(ACF) and Partial Autocorrelation function (PACF) can be
used and Cross correlation function (CCF) can be used if
other variables are used. In this study, streamflow, rainfall,
temperature, and potential evapotranspiration was used as
variables/inputs to predict the streamflow one month ahead.
The optimum number of lags for every variable was obtained
using the ACF, PACF, CCF before imposing these lags as
inputs into the ELM and XGB techniques.

Several schemas were applied in this study:

i. Stand-alone schema in which the optimum lags obtained
from the ACF, PACF, and CCF were imposed into
ELM and XGB by using several combinations shown
in Table 1. Through the manuscript these models will be
referred as SELM and SXGB.

ii. High-lagged schema in which 30 lags of every variables
obtained before imposing them into XGB to choose from
the ranked inputs (i.e. lagged variables) according to the
importance matrix. The model of this schema is referred
as XGB.

iii. Combined XGBELM in which the ranked inputs are
imposed into the ELM model. The model of this schema
is referred as XGBELM. See the proposed model section
for the details of this schema.

The XGB model used in this study has several parameters
that needs to be tuned in order to achieve the best results.
Therefore, hyper tuning techniques implemented in order to
achieve the optimum values of these parameters. The best
tuned parameters of gamma (0γ ) and eta (Hη) are shown
in Table 2. The used ELM has only the number of neurons
that could affect the results of the prediction. Accordingly,
1 to 50 number of neurons used in ELM that 50 models
were developed and evaluated and the number of neurons
for the best performed are used as the neurons of the best
model.

E. EVALUATION OF PERFORMANCE
Three different evaluationmetrics namely, RootMean Square
Error (RMSE), Nash-Sutcliffe (NC), and Mean Absolute
Error (MAE) were computed for evaluating the predictability
performance of the applied predictive models [44]–[46].

TABLE 2. Best tuned parameters of XGB.

The RMSE is calculated using:

RMSE =

√√√√∑N
i=1

(
Q̂i − Qi

)2
N

(23)

where Q represents the observed values, Q̂ represents
the predicted values, and N is the number of examined
dataset.

The NC is calculated as follows:

NC = 1−

∑N
i=1 (Qi − Q̂i)

2∑N
i=1 (Qi − Q̄)

2 (24)

where Q̄ represents the mean of the observed values. The
values of NC vary between −∞ and one.

The MAE is calculated as follows:

MAE =

∑N
i=1 ei
N

(25)

where ei is the difference between the observed and predicted
values: Q̂i − Qi.

III. CASE STUDY AND DATA DESCRIPTION
The studied basin is located in southwest of Turkey between
36◦1′33′′E - 36◦40′48′′E and 37◦40′9′′N-38◦40′30′′Nnamely
Goksu-Himmeti (coded 1801) covers an area of 2400 km2

was chosen as case study (Figure 2). The elevation in the
basin varies between 6670-2880 m. Daily streamflow for the
period Feb-1973 to Sep-2000 measured at a station named
Goksu-Himmeti which is located in the outlet of the basin
was collected from the Ministry of forests and water affairs-
the general directory of Water affairs. Daily rainfall and
temperature data for the same period measured at a meteo-
rological station (namely Sariz) located in the middle of the
basin was collected from the Ministry of forests and water
affairs- the general directory of meteorology. The potential
evapotranspiration data was also collected for the same period
but due to the high number of missing data these data was
not sufficient to be used. Therefore, evapotranspiration data
were obtained from CruTS data which was assessed for same
study area by [47]. The evapotranspiration collected from
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FIGURE 2. The location of the studied catchment.

TABLE 3. Basic descriptive of the statistics for the utilized hydrological
information.

CruTS is monthly data while others are daily, therefore all
the daily variable were converted into monthly data. Time
series of the collected data after the conversion are shown
in Figure 3.

The dataset was divided into two subsets 75% for train-
ing and 25% for testing to maintain generality. This data
division was attained using trial and error procedure for the
best predictability performance of the applied methodology.
The descriptive statistics of the used data are summarized
in Table 3.

IV. APPLICATION RESULTS AND ANALYSIS
This section is reported the application results of the mod-
eling development. A first, the relationship between the rec-
ognized lags using ACF and PACF for the streamflow was
figured for short-term with 40 month (i.e., about 3 years) and

FIGURE 3. The actual time series of the used hydrological data.

FIGURE 4. Autocorrelation and Partial Autocorrelation function of the
streamflow with a) 40 and b) 150 lags.

long-term with 150 months (i.e. about 13 years), as presented
in Figure 4. Figure 4 showed that the seasonal correlation
is stronger than the successive correlation. According to the
ACF statistic of the streamflow, the seasonal correlation was
clearly obvious and that is normal due to the nature of the
streamflow time series. The prediction of streamflow using
the simplest prediction methods such as autoregression or
even the seasonal adjusted methods the first lags will be
considered as predictands. Figure 4 indicated that 150 lags
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FIGURE 5. The cross-correlation function between streamflow and the
other variables: a) cross correlation of streamflow and rainfall with 40
lags, b) cross correlation of streamflow and rainfall with 150 lags, c) cross
correlation of streamflow and temperature with 40 lags, d) cross
correlation of streamflow and evapotranspiration with 40 lags.

(about 13 years) autocorrelation, lags up to 150 lags should
be considered. However, if more lags were used the longer
lags would have demonstrated a significant but due to the
limitation of the length of the available data only 150 lags
used. This is also was observed using the PACF statistic in
which the correlation is significant in the annual cycling up
to the maximum lags used. Although in the autoregression
theory the lags should be considered up to the first cut in the
PACF but that does not mean the correlation in the lags after
the first cut is neglectable. Hence, the question raised here is

TABLE 4. The statistical performance of the SELM using the optimum
normal lags (2, 1, 1, and 1 for streamflow, rainfall, temperature and
evapotranspiration respectively). Bold is the best results.

that if all the significantly correlated lags considering, will
the predictability performance of the models be improved?
The issue of using several inputs deteriorate the performance
of all the data intelligence models. Another important issue
is the ACF and PACF are linear correlation functions in
which the non-linearity could not be explained by using such
linear methods. Therefore, in this study a novel approach is
implemented to elect the essential lags to impose them as
inputs to the DDM.

Considering the cross correlation between the streamflow
and the other variables (e.g., rainfall: Figure 5a and b, tem-
perature: Figure 5c, and evapotranspiration: Figure 5d), the
correlation was examined for 40 and 150 lags. 150 lags were
only examined for the rainfall variable; whereas, the two
other variables were almost completely similar in terms of the
interpretation. Using the cross correlation led to the choice of
the first four significant correlation. On the other, the seasonal
cycling showed that the recession of the correlation after these
four months. Although this process has gradual decreasing
correlation every year; yet, that extends up to the period cho-
sen in this study that 150 lags (i.e., about 13 years).In another
words, using the correlation of the CCF in the consideration
as a selection criterion, all the lags that have significant
correlation should be selected and not only the first four.
As an example, using the 150 lags cross correlation function
into account, for modeling the streamflow all the significant
correlated lags should be used as inputs and this example
about 100 lags are significant. Hence, choosing this number
of lags as input attributes certainly would deteriorate the
model learning process due to the redundant information.
This is applicable on the temperature and evapotranspiration
as well.

The optimum lags of the variables that used as inputs into
the models were obtained using ACF, PACF, and CCF shown
in Figure 5. The trial and error by adding one lag every
time and evaluate the model. Accordingly, the optimum lags
are 2, 1, 1, and 2 for streamflow, rainfall, temperature, and
evapotranspiration, respectively. These number of lags were
used for the stand-alone schema (i.e. SELM, and SXGB) as
inputs based on the combinations listed in Table 1.

The results of the stand-alone schema SELM and SXGB
in which the only identified optimum lags of the variables
were imposed as inputs predictors and the output is the one
month ahead streamflow are shown in Table 4 and Figure 6.
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FIGURE 6. Taylor diagram presentation for the SELM model.

TABLE 5. The statistical performance of the SXGB using the optimum
normal lags (2, 1, 1, and 1 for streamflow, rainfall, temperature and
evapotranspiration respectively). Bold is the best results.

According to the tabulated results, the SRT combination
presenting two lags of the streamflow, one of rainfall and
one of temperature are considered as inputs, has the highest
prediction performance with (NC = 0.849, RMSE = 9.364
m3/s RMSE andMAE= 6.468m3/s) over the training subset.
For the testing subset, SRTE combination which has a one lag
evapotranspiration in addition to the lags of the SRT combi-
nation has the highest prediction performance with (NC =
0.704, RMSE = 11.393 m3/s and MAE = 8.228 m3/s). Fig-
ure 6 exhibits Taylor diagram graphical presentation indicates
the SRT and SRTE combinations has the highest predictabil-
ity performance.

Table 5 reported the statistical results of the SXGB schema.
The best input combination performed over the training phase
is SRE (i.e. streamflow, rainfall, and evapotranspiration) with
(NC= 0.845, RMSE= 9.472 m3/s and MAE= 5.941 m3/s).
On the other hand, the best performed model over the test-
ing subset is SRTE by having (NC = 0.702, RMSE =
11.418 m3/s RMSE and MAE = 6.900 m3/s). Considering
both subset and examining Taylor diagram shown in Figure 7,
SRTE is identified as the best performed combination of the
SGXB model. Comparing the best performed combinations
in both SELM and SXGB, it is obvious the performance
is close to each other with small differences based on the
statistical the evaluationmeasurements. In general, the SELM
model has no indication of the overfitting that the training
subset has close results to the testing subset while in the

FIGURE 7. Taylor diagram presentation for the SXGB model.

FIGURE 8. Taylor diagram presentation for the XGB model.

FIGURE 9. Taylor diagram presentation for the XGBELM model.

SXGB model the overfitting is clear and that due to the tree
nature of the XGB approach.

After using the stand-alone models, a proposed schema
is proposed here by using several lags (i.e. 30 lags in this
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FIGURE 10. The importance of the inputs of both XGB and XGBELM schemas. All lags shown are used in XGB model, red colored are used in ELM.

study) more than the optimum as inputs and utilize the advan-
tage of the ability of the XGB approach in separating the
important inputs. The results of this scheme are tabulated
in Table 6 and Figure 8. The highest performance is for SRT
combination in both training and testing subsets. Considering
the highest performed combination, the performance of the
XGB model improved in comparison with the stand-alone
schema SXGB. NC values of the XGB model over the train-
ing and testing are 0.856 and 0.745 for the SRT. Whereas,

SRTE I attained NC values 0.839 and 0.702 for the training
and testing subsets. XGB also outperforms SXGB in both
subsets considering the RMSE. It is important to mention that
the first two combinations S and SR are performed poorly
for both models of the stand-alone schema and the SELM
and SXGB have dramatically increasing performance. This
increasing performance is very important as it indicates that
the model is gaining sufficient information to improve the
performance without having to add another variable and that
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TABLE 6. The statistical performance of the Proposed XGB with 30 lags
results. Bold is the best results.

TABLE 7. The statistical performance of the Proposed XGBELM with
30 lags. Bold is the best results.

could reduce the demand of the collected data. The overfitting
indication is also existed in this schema although this schema
outperforms SXGB schema and that lead to the next proposed
schema.

This importance ranking is utilized in choosing the sup-
plied inputs for the ELM according to their ranking. The
XGBELM results are reported in Table 7 and graphically pre-
sented in Figure 9. In this schema, the best performed combi-
nation is SRT with (NC = 0.803 NC, RMSE = 10.682 m3/s
and MAE = 6.697 m3/s) for the training subset and (NC =
0.762, RMSE= 10.556 m3/s and MAE= 7.301 m3/s) for the
testing subset. Although the training subset has higher per-
formance using XGB schema in all combination, the testing
subset of the XGBELM schema has higher performance in all
combination except for the S combination considering. The
high performance in the testing subset of the DDMs is prefer-
able as training subset is only used in the training, the higher
performance in the training subset and less in the testing
subset of the XGB schema is considered as an indication of
overfitting which is not the case in the XGBELM schema in
which training and testing subsets evaluation measurements
are very close to each other. Comparing the proposed schema
XGBELM with the stand-alone schema SELM and SXGB,
the dramatic increase in the performance of themodels is very
clear in all combinations especially the first two combinations
S and SR.

V. DISCUSSION
The selection of the appropriate variables as inputs into
the DDMs to predict any variable in general and stream-
flow in particular is an important issue and must be studied
in deep to improve the prediction ability. The stand-alone
schema inwhich only the lagged variables identified using the

FIGURE 11. Scatter plot of the observed versus the predicted values of
ELM, XGB and XGBELM models.

traditional method (i.e., ACF, PACF and CCF) are imposed
in the DDMs and showed a poor performance for both mod-
els ELM and XGB in the combination that only contains
streamflow and the rainfall. Adding the temperature and the
evapotranspiration variables improved the performance dra-
matically. This is clearly evidenced the potential significant
of the temperature and evapotranspiration in addition to the
rainfall and streamflow as shown in Figure 10. For example,
Figure 10a shows the S combination using only the stream-
flow lags are indicated that the most important input in the
prediction is the first lag and the second important input is
the 19 lag and that about and an half year, the 3rd, 4th and 7th

most important lags are 12, 11, and 10 which are the previous
year lags and the 5th most important input is the 24 which
represent the previous two years lag.

Accordingly, the seasonal cycling correlation is very
important to be included in the prediction process. The evi-
dence is obvious in the results listed in Table 4-6 in which the
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FIGURE 12. Observed and predicted values in the form of time series using XGB and XGBELM models.

performance of the S combination is dramatically increased
in the XGB schema in comparison with the stand-alone
schema for both SELM and SXGB. Considering the NC
metric for the testing subset as an example, NC = 0.430 and
0.311 for SELM and SXGBwhile it is 0.654 for XGB. Exam-
ining the other combinations lead to the same results that the
seasonality in the lags of the streamflow variable and other
variables are very important in the prediction. On the other
hand, it is important to remember that the models used here
are data-driven in which some time the behavior could not be
interpreted and that may explain the existence of some lags
that could not be interpreted seasonally but rather explained
as additional information to the model. In the Figure 10,
the presented lags in every combination are all used as inputs
into the XGB while only those red coloreds are used for the
ELM. All the combinations have less lags used in the ELM
than in XGB except the SR combination and that is also
obvious in the evaluation measurements (Table 7) as adding
the rainfall deteriorate the model and that not because of no

information added but this might be due to the low number of
lags (i.e., 30) used in this study or due to the high fluctuation
in the rainfall series.

As mentioned earlier in the results section, the XGB
approach in the high-lagged schema has slightly high differ-
ence between the training and the testing subsets and lower
performance than imposing the lags into the ELM model
in the proposed schema XGBELM in the testing subsets.
Although XGB has a high prediction ability; however, due
to the nature of the approach which is tree-based method
that close input variables are predicted as same values and
that is obvious in Figure 11 especially in the low stream-
flow values. This situation is not seen in the XGBELM
schema as ELM approach which is not tree-based predicts
the output with no similarity unless the inputs are exactly
the same. Therefore, the distribution of the points around
the 1:1 line in the scatter plot of the XGBELM. Another
evaluation aspect is considered that is the time series plot of
the observed and predicted values of the two models shown
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in Figure 12. The time series plot shows clearly the high
agreement between the observed and the predicted using
XGBELM. In the case of the XGB, the agreement of the high,
and middle values are close to those of the XGBELM while
the low values are far from the observed values on the contrast
of the XGBELM. Therefore, the proposed XGBELM schema
is proved clearly as higher performance than all the other
models.

As mentioned earlier in the results section, the XGB
approach in the high-lagged schema has a bit high differ-
ence between the training and the testing subsets and lower
performance than imposing the lags into the ELM model
in the proposed schema XGBELM in the testing subsets.
Although XGB has a high prediction ability but due to the
nature of the approach which is tree-based method that close
input variables are predicted as same values and that is obvi-
ous in Figure 11 especially in the low streamflow values.
This situation is not seen in the XGBELM schema as ELM
approach which is not tree-based predicts the output with
no similarity unless the inputs are exactly the same. There-
fore, the distribution of the points around the 1:1 line in the
scatter plot of the XGBELM. Another evaluation aspect is
considered that is the time series plot of the observed and
predicted values of the two models shown in Figure 12. The
time series plot shows clearly the high agreement between
the observed and the predicted using XGBELM. In the
case of the XGB, the agreement of the high, and middle
values are close to those of the XGBELM while the low
values are far from the observed values on the contrast of
the XGBELM. Therefore, the proposed XGBELM schema
is proved clearly as higher performance than all the other
models.

In summary, the stand-alone schema with optimum lags
performs good in case of the including of several variables
that could contribute in the prediction as the required informa-
tion can be obtained from these variables. Using less variables
such as only the streamflow itself could not be sufficient in
the prediction and that might be due to the neglection of the
correlation of the streamflow with many lags that exceed the
number of lags obtained by traditional methods. Including
lags of several years could be very useful in improving the
ability of the DDMs in the prediction as several seasonal lags
could add information to the model and the need to other
variables vanished which is important in the areas that have
scarce availability of the data. Adding many lags deteriorate
the DDMs performance, therefore entering a selection model
such as XGB in this study and then use the selected lags as
inputs in the DDMs such as ELM in this study could really
improve the predictability of the models.

VI. CONCLUSION
In this study, the main enthusiasm was to improve the
predictability performance of non-tuned data intelligence
model (i.e., ELM) by integrating a non-linear variable
abstraction approach for monthly streamflow prediction. The
research was established based on three modeling schemas:

Stand-alone where only the optimum lags were consid-
ered, high-lagged where arbitrary high number of lags
implemented, and the proposed XGBELM conjunction
schema in which the XGB used as selection tool. The predic-
tion matrix of the streamflowwas performed based on several
variables including rainfall, temperature, and evapotranspira-
tion process.

According to the attained results, several conclusions are
remarked as followed:

i. ELM and XGB has a very similar performance in the use
of the optimum lags identified by the traditional method
including ACF, PACF, CCF, and sequential additional
manner.

ii. The use of the optimum lags with the stand-alone DDMs
is useful in case of using several variables but not suffi-
cient in case of using only the lags of the variable to be
predicted itself.

iii. The use of traditional optimum lags as inputs in the
prediction process might not extract all the information
required especially the seasonality to obtain high perfor-
mance of DDMs.

iv. Using Arbitrary number of lags more than the optimum
lags and covers several years helps in extracting the sea-
sonality hidden information and improve the prediction
ability of the DDMs but a selection too/approach should
be implemented.

v. XGB is proved to be a very strong modeling approach
and can be used in predicting the monthly streamflow
even if a high number of inputs are used as it has the
ability in filtering only the important inputs.

vi. XGB is proved as a robust selection tool that can be
applied on selecting the inputs and ranking them accord-
ing to their importance and after that the selected inputs
can be utilized in the predicting.

vii. The proposed schema XGBELM in which the XGB is
used as selection approach and ELM is the predicting
approach is proved to be improving the prediction ability
of the monthly streamflow and that is especially when
low number of variables used and that is very important
in the regions where no much data available.

viii. The use of meteorological and hydrological variables
such as rainfall, temperature, and evapotranspiration
improve the performance of the DDMs in general and
the proposed model in particular.

LIMITATION OF THE STUDY
In this study, only one arbitrary number of lags was used
owing to the length of the used data is limited and using
higher number of lags could affect the training process of
the proposed model. The proposed model uses an arbitrary
number of lags and the optimum number of lags higher than
those identified by the ACF or CCF cannot be identified
exactly. Using several arbitrary numbers of lags could be
one of the solutions. In addition, using nature inspired algo-
rithms for selecting the appropriate input variables might
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be produced more informative attributes for the prediction
matrix [48].
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ABBREVIATIONS
Extreme Gradient Boosting: (XBG)
Extreme Learning Machine: (ELM)
Online Sequential Extreme Learning Machine: (OS-ELM)
Artificial Intelligence: (AI)
Support Vector Machine: (SVM)
Least Square Support Vector Machine: (LSSVM)
Artificial Neural Network: (ANN)
Feed Forward Neural Networks: (SLFNNs)
Adaptive Neuro-Fuzzy Inference System: (ANFIS)
Multi-Linear Regression: (MLR)
Genetic Algorithm: (GA)
Auto-Correlation Function: (ACF)
Partial Auto-Correlation Function: (PACF)
Cross Correlation Function: (CCF)
Classification and Regression Trees: (CART)
Data-Driven Models: (DDMs)
Mean Squared Errors: (MSE)
Root Mean Square Error: (RMSE)
Nash-Sutcliffe: (NC)
Mean Absolute Error: (MAE)
Stand-Alone Schema of Extreme Gradient Boosting:
(SXGB)
Stand-Alone Schema of Extreme Learning Machine:
(SELM)
Binary-coded swarm optimization: (BCSO)
Sea surface temperatures: (SSTs)
Training Loss: (l)
Regularization Function: (�)
Vector of Scores on Leaves: (w)
Function of each point to the equivalent leaf : (q)
Number of Leaves: (T )
Score on the new left leaf: (L)
The score of the new tight leaf: (R)
Signifies the weights of the randomized layers: (αi)
Biases of these randomized layers: (βi)
The index of the specific node in the hidden layer: (i)
The number of inputs: (d)
Gamma: (0γ )
Eta: (Hη)
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