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ABSTRACT Cyclostationary analysis has several applications in communications, e.g., spectral sensing,
signal parameter estimation, and modulation classification. Most of them consider the additive white
Gaussian noise (AWGN) channel model, although wireless communication systems may also be subject
to non-Gaussian interference and impulsive noise. In this context, the communication channel can be
better modeled by heavy-tailed distributions, such as the non-Gaussian alpha-stable one. Some applications
of the cyclostationary approach based on the spatial sign cyclic correlation function (SSCCF), fractional
lower-order cyclic autocorrelation function (FLOCAF), and cyclic correntropy function (CCF) demonstrate
that these are promising solutions for the analysis of signals in the presence of impulsive non-Gaussian
noise. However, the investigation of functions above applied to digital modulation recognition in impulsive
environments, and the comparison among them are topics that did not adequately explore yet. This work
demonstrates that SSCCF is a particular case of the FLOCAF. Besides, a detailed analysis of the use
of the FLOCAF and CCEF is presented to obtain cyclostationary descriptors for the recognition of digital
modulations BPSK, QPSK, 8-QAM, 16-QAM, and 32-QAM. Automatic modulation classification (AMC)
architectures, based on the functions mentioned above, are also proposed. Besides, another contribution
showed is that both the FLOCAF and CCF allow the symbol rate parameter estimation. The performances
of AMC architectures were evaluated in the scenario with modulated signals contaminated with additive
non-Gaussian alpha-stable noise. The results demonstrate that both architectures can classify signals in
different contamination scenarios. However, the architecture based on the CCF is more efficient than the
FLOCAF-based one.

INDEX TERMS Additive non-Gaussian alpha-stable noise, correntropy, cyclic correntropy function, cyclo-
stationary descriptors, fractional lower-order cyclic autocorrelation function, spatial sign cyclic correlation
function, digital modulations, impulsive noise, automatic modulation recognition.

I. INTRODUCTION

The purpose of automatic modulation classification (AMC)
is to identify the unknown modulation format of the
received noisy signal, in a short period with a hit-rate
as high as possible [1], [2]. Therefore, AMC is an inter-
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mediate stage that exists between reception and signal
demodulation.

AMC applications have arisen in military scenarios, where
electronic warfare, surveillance, and threat analysis demand
the recognition of signal modulations to identify adver-
sary transmitting units, aiming at recovering the inter-
cepted signal and jamming. Nowadays, AMC also plays
an important role in commercial and civil applications,
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supporting the development of new paradigms of commu-
nication, e.g., cognitive radio, where the transmitter dynam-
ically selects the signal modulation type based on channel
conditions.

AMC algorithms can be classified into two different
categories: likelihood-based (LB) and feature-based (FB)
methods [1], [3]. The LB implementation is an optimal solu-
tion in terms of the correct classification rate. However, it is
associated with high computational complexity and demands
prior knowledge of statistical information of the received
signal, which is usually unavailable in practice. On the other
hand, although sub-optimal, the FB is both a blind (without
prior information) and more straightforward to implement
than the LB-based approach [1], [2], [4].

There are several classification approaches based on fea-
ture extraction, e.g., instantaneous amplitude, phase, and
frequency estimation [5], [6], wavelet transform [7]-[10],
use of statistical features such as higher-order moments
and cumulants [11]-[14], cyclostationary analysis [2],
[15]-[17], and, application of information measures
such as correntropy [18]. Particularly, the cyclosta-
tionary framework can be highlighted as a powerful
method for feature extraction of signals in communication
systems.

For over half a century, cyclostationary analysis has been
used in several fields, with emphasis on communication
applications [19]. Typical operations in communication sys-
tems, e.g., modulation, multiplexing, and coding lead to the
manifestation of periodic statistical moments in communi-
cation signals, which are then referred to as cyclostationary
processes [20]. Classical statistical methods used in signal
processing, when applied to cyclostationary signals, only
allow performing a limited analysis since they consider the
analyzed signal is stationary. However, techniques based on
cyclostationary analysis are more suitable to process commu-
nication signals [21].

Cyclostationary analysis allows the extraction of cyclic
spectral features from communication signals, also known
as cyclostationary signatures, and can be efficiently used
in Gaussian environments for spectral sensing [22], [23],
automatic modulation recognition [23]-[25], and estimation
of signal parameters [20], [23], [26].

Despite being widely used in the literature to model
the additive noise in communication, the white Gaussian
noise (AWGN) is a limited model when applied to wireless
systems, and mobile satellite communications, since
such systems are also prone to non-Gaussian inter-
ference [27]-[29] and impulsive noise [30]-[32]. In such
cases, the alpha-stable distribution appropriately models the
communication channels, since it describes the Gaussian
and non-Gaussian environments [27], [33], [34]. However,
the non-Gaussian alpha-stable distribution does not have
defined the second- and higher-order moments. Therefore,
in this context, the second- and higher-order cyclostationary
analyses are unsuitable for feature extraction from signals in
environments modeled by such distribution.
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The prevalent techniques for the information processing
in impulsive non-Gaussian environments are the frac-
tional lower-order statistical analysis [35]-[38], corren-
tropy measure [39], [40], spatial sign cyclic correlation
estimation [41]-[43], fractional lower-order cyclostationary
analysis [44], [45], and cyclic correntropy [21], [46], [47].

As far as the authors are aware, approaches based on
the spatial sign cyclic correlation estimation and the frac-
tional lower-order cyclostationary analysis have not yet
been applied to the modulation classification issue. Besides,
there is no mathematical demonstration that relates both
approaches.

On the other hand, cyclic correntropy is capable of extract-
ing cyclostationary signatures from modulated signals con-
taminated by impulsive noise [21], [46], with application in
spectral sensing [21]. However, further investigations still
must to be performed in order to evaluate the performance of
this technique in recognition of digital modulations in non-
Gaussian impulsive environments, such as M-PSK (M-ary
phase-shift keying) and M-QAM (M-ary quadrature ampli-
tude modulation), which are widely employed in several
communication systems [48]—-[50].

This work aims to analyze the use of the fractional lower-
order cyclic autocorrelation function (FLOCAF) and cyclic
correntropy function (CCF) to obtain cyclic descriptors that
allow the recognition of BPSK, QPSK, 8-QAM, 16-QAM,
and 32-QAM modulations. Besides, a classification archi-
tecture based on such cyclic descriptors is also proposed
for the robust classification of signals associated with the
modulations mentioned above in scenarios with impulsive
noise.

A. CONTRIBUTIONS
The main contributions, considering the scope of this work,
can be outlined as follows:

« A mathematical demonstration is derived to show that
the spatial sign cyclic correlation function (SSCCF) is a
particular case of the FLOCAF;

o A detailed analysis about the cyclic spectrum of
BPSK, QPSK, 8-QAM, 16-QAM, and 32-QAM signals
obtained by the FLOCAF and CCF is provided, thus evi-
dencing that such functions can extract singular descrip-
tors capable of distinguishing the modulations above,
even in environments contaminated by non-Gaussian
alpha-stable noise;

« Automatic modulation classification architectures are
proposed based on analysis of the cyclostationary sig-
natures extracted by the FLOCAF and CCF;

« An exhaustive investigation on the parameters of the
FLOCAF and CCFis presented in order to optimize their
respective classification architectures;

o A performance comparison between the two proposed
architectures in impulsive environments is provided;

o Numerical results are presented to demonstrate that it is
possible to estimate the symbol rate parameter of the sig-
nals contaminated by non-Gaussian alpha-stable noise
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from the cyclic descriptors obtained by the FLOCAF
and CCF.

B. PAPER ORGANIZATION

This work is organized as follows: initially, Section II intro-
duces the main concepts regarding alpha-stable distributions.
Section III describes the main cyclostationary analysis func-
tions, i.e., CAF, FLOCAF, and CCF. Section IV presents the
spectral analysis of the functions mentioned above, applied
to investigated modulations; moreover, the spectral analy-
sis of the FLOCAF and CCF are extended to modulations
contaminated with additive non-Gaussian alpha-stable noise.
In Section V, the AMC architectures based on the FLOCAF
and CCF are proposed, while Section VI presents the perfor-
mance results of these architectures. In Section VII, a method
to estimate the symbol rate parameter of the modulated sig-
nals, using the FLOCAF and CCEF, is described. Finally,
the main conclusions and further studies are presented
in Section VIII.

Il. ALPHA-STABLE DISTRIBUTIONS

Alpha-stable distributions may have Gaussian or non-
Gaussian behavior. Non-Gaussian alpha-stable distributions
have tails that can be modeled polynomially [51]. In other
words, the farthest values from the center of the distribution
will occur with a much higher probability in the non-Gaussian
case than in the Gaussian one. Due to this heavy-tailed behav-
ior, non-Gaussian alpha-stable distributions are commonly
used in the modeling of channels subjected to impulsive noise
of undetermined variance [26], [29], [52].

The fundamental principles associated with alpha-stable
modeling are based on the generalized central limit theo-
rem, which demonstrates that the sum of several independent
and identically distributed (i.i.d.) random variables, with and
without finite variance, converge to an alpha-stable distribu-
tion [34]. This behavior occurs due to the stability property,
i.e., the linear combination of i.i.d. random variables whose
distributions are alpha-stable result in another alpha-stable
random variable [53].

Since the most distributions that belong to the alpha-stable
family do not have a closed equation to define the probability
density function, they are typically represented by the follow-
ing characteristic function [53]:

P, a, B,y, ) =exp {y® [—|w|* + jodw, «, B)]+jdw},
(1)

where:
Blwl*~! tan (?) a1

Ow, a, B) = 2
—f— In|w|
bis

@

a=1,

being o the characteristic exponent or distribution stability
index (0 < o < 2). In non-Gaussian alpha-stable distribu-
tions (@ < 2), this parameter adjusts the impulsivity level
of the density function. In turn, the parameter § is respon-
sible for adjusting the location of the distribution center.
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FIGURE 1. Probability density functions (fy (X)) in logarithm scale for
alpha-stable random variables (X) with different characteristic exponents

and 8 =0,y = 1,8 = 0. The lower the value of «, the slower the curve
will decay and, therefore, the stronger the noise impulsivity will be.

The parameter y is the dispersion or scaling parameter,
whereas 8 adjusts the distribution symmetry (—1 < 8 < 1).
If B = 0, the distribution is symmetric around its center;
if B > 0, the distribution will be asymmetric to the right,
whereas it is asymmetric to the left when 8 < 0. In the
particular case where 8 = 0 and § = 0, the distributions
are called symmetric alpha-stable [54].

Fig. 1 shows the relationship between the impulsivity in
symmetric alpha-stable distributions and the tail heaviness in
the logarithmic scale. The lower the value assumed by the
characteristic exponent («), the slower the tail will decay and,
therefore, the stronger the noise impulsivity will be.

Non-Gaussian alpha-stable random variables only present
finite statistical moments of order p when 0 < p < «.
That is, for a non-Gaussian alpha-stable random variable X,
the following properties are valid [55]:

E{X|’} = oo, ifpza 3)
and
E{IXIP} <oo, if0<p<a. )
If o = 2, then:
E{IX|’} < oo, forallp>0. 5)

Therefore, alpha-stable distributions have no finite first-
or higher-order moments for 0 < « < 1. Otherwise,
if 1 < a < 2, they have the finite first-order moment and
all the fractional moments of order p < «. In this case,
the parameter § represents the mean value of the distribution.
For @ = 2, all moments exist, and parameter y is directly
related to the distribution variance. In particular, all non-
Gaussian alpha-stable distributions have infinite variance.

For some specific values of «, an alpha-stable distribution
can be reduced to a simplified form that has a probability
density function defined by an exact expression, such as the
Gaussian' (@ = 2), Cauchy-Lorentz (@ = 1), and Lévy
distributions (o = 0.5).

1Particularly, the alpha-stable distribution with (¢ = 2,8 = 0,y =
a/ﬁ, 8§ = ) is reduced to the Gaussian form.
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In channels that follow a non-Gaussian alpha-stable dis-
tribution, the signal-to-noise ratio (SNR) is not used as a
channel quality indicator, since this measure will assume a
value equal to zero. In this case, the geometric signal-to-
noise ratio (GSNR) is usually employed as a quality indicator,
which can be calculated as follows [56], [57]:

A2

—. ©)
2y2C¢

where A is the root mean square (RMS) value of the transmit-
ted signal; C; = eCe ~ 1.78 is the exponential of the Euler
constant, and C, ~ 0.5772 is the Euler constant [33]. In the
Gaussian case, the exponential of Euler constant ensures that
the GSNR corresponds to SNR.

GSNR =

Ill. CYCLOSTATIONARY ANALYSIS

This section introduces the main statistical cyclostation-
ary functions, namely the cyclic autocorrelation function,
the fractional lower-order cyclic autocorrelation function, and
the cyclic correntropy function. The concepts and mathemat-
ical basis of the functions are described in detail so that they
can be appropriately compared with each other.

A. CYCLIC AUTOCORRELATION FUNCTION

A random process x(¢) is said cyclostationary in the wide
sense when its mean value E[x(¢)] and its autocorrelation
function R, (¢, T) are both periodic in # within a period T for
any value of t [20], i.e.:

E{x(t+T)} = E{x()}, @)
Ryt +T,7) = R(¢, 7), (®)

where
R.(t,T)=E {x(t)x*(t + r)} . )

Thus, in second-order cyclostationary processes, the auto-
correlation function can be expanded in terms of the Fourier
series as:

Ri(t, 1) =) Ri(1)™™, (10)

where R$(7) represents the Fourier series coefficients given
by:

1 T/2 )
Ré(7) £ 7/ Ry (1, T)e 727 ds. (11)
2

Such coefficients define the cyclic autocorrelation function
(CAF), where € is a discrete parameter hereafter called cyclic
frequency (¢ = n/T,Vn € Z). The CAF can be interpreted
as an analytic function that verifies if the process x(¢) is
cyclostationary by evaluating if R(7) is non-null for at least
a € # 0. In turn, when R, (¢, t) has multiple fundamental
frequencies, then x(#) is said to be a polycyclostationary
process [19]. In this case, the CAF can be expressed by [19]:

1 T/2 ]
Ri(t) = lim — / Ry (t, T)e 72m€ gr. (12)
T— oo T -T/2
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FIGURE 2. Second-order cyclic autocorrelation function applied to BPSK
signal without and with alpha-stable contamination. When contamination
exists, it is not possible extract second-order cyclostationary features.

Although the second-order cyclostationary analysis has
several applications, it is not suitable for non-Gaussian alpha-
stable process [21], since they have an unlimited second-
order moment. This aspect can be observed in Fig. 2, which
shows two cyclostationary signatures of a BPSK signal, being
the first one without contamination and the second one con-
taminated by symmetrical and centralized alpha-stable addi-
tive noise with GSNR = 15 dB and ¢ = 1.5. When the
BPSK signal is contaminated by non-Gaussian alpha-stable
noise of infinite variance, it is not possible to obtain the
second-order cyclostationary features.

B. FRACTIONAL LOWER-ORDER CYCLIC
AUTOCORRELATION FUNCTION

Since signals contaminated by additive non-Gaussian alpha-
stable noise cannot be analyzed for statistical moments of
order p > 2, the statistical characterization of such signals
can be achieved by using lower-order statistical moments,
particularly the fractional lower-order covariance (FLOC),
which can be defined as [45]:

Reb(r, r)=E{[x(t)|x(t)|(”_l)] x [x*(t+f)|x*(t+,)|<b—1>]}7
(13)

where a and b are the fractional lower-order parameters
of Rﬁ’b (t, 7). Unlike second-order moments, FLOC is finite
when applied to symmetric alpha-stable distributions when-
ever the following inequality is valid:

0<a,b<a/2 (14)

When incorporated into the cyclostationary analysis,
FLOC gives rise to the fractional lower-order cyclic autocor-
relation function (FLOCAF), which is defined as [45]:

1 72 )
Ry™(0) £ ?/ T/zRﬁ’b(t, e 7 dr, (15)

In this case, the FLOCAF makes it possible to verify if a given
process x(¢) is cyclostationary, even when contaminated by
infinite variance noise by evaluating if Rfc’“b (t) is non-null
for any € # 0.

An interesting aspect of the FLOCAF can be seen when its
parameters of lower-order statistical moments (a, b) are zero.
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In this case, FLOC can be represented as follows:

x(1) x*(t+1) }
X .
x@®|  |x*@ + 1)l

However, in order to avoid discontinuity when x(¢) and

x(t + 7) are equal to zero, RQ»O must be represented in terms
of the spatial sign function [41], [58] defined by:

E108 x(t) £ 0
S @) =1 x@®] (17
0 x(t) =0

RO, 0y = E { (16)

Therefore, (16) can be rewritten as:
[S (@) S (x*(t + 1)} . (18)

Applying Rg’o(t, 7) to FLOCAF and assuming that x(z) is a
polycyclostationary process gives:

RO, 1) =E

T/2 ,
R;’Oo(r) = lim l/ E {S(x(t))S(x*(t + r))}e_ﬂ”“dt,
T—oo T —T/2
(19)

and considering that Rf;oo(r) is polycycloergodic, it is possi-
ble to rewrite (19) as:

1 (T2 ,
RE®(r) 2 lim — / SE)SE*(t + 1))e 2 < dr.
T—ooT J_1p2

(20)

Equation (20) is also known as the spatial sign cyclic
correlation function (SSCCF), being denoted by Rg(e, 7)
[41], [43].

Thus, the SSCCF can be seen as a particular case of
FLOCAF if the parameters a and b of the latter function
are both equal to zero. The SSCCF will always converge
when applied to alpha-stable distributions, independent of the
characteristic exponent () because it will always meet the
condition established in (14). In other words, this function is
more robust to the presence of impulsive noise than any other
FLOCATF configuration. However, there is no guarantee that
the SSCCEF returns the best cyclic descriptors of a signal when
considering all other FLOCAF settings in terms of a and b.

C. CYCLIC CORRENTROPY FUNCTION

Another approach for the analysis of cyclostationary features
of signals contaminated with additive non-Gaussian alpha-
stable noise can be defined when using the cyclic correntropy
function (CCF). The CCF is based on the correntropy func-

tion, which is a nonlinear transformation defined by [39]:
Vi(t, 7) = E {ko (x(1) — x(t + 7))}, (21)

where k, (-) is any unimodal, symmetric, and positive definite
function, denominated kernel. In this work, a Gaussian kernel
is employed, which is defined by [21]:

Go (x(0), x(t + 1)) =

Lo (_[x(r)—x(t+r>]2)
ovam P 207 ’
(22)
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where o is the kernel size. Thus, it is possible to rewrite (21)
as:

Vi(t, 1) = E{Gs(x(2), x(t + 7))} . (23)

Let us assume that the correntropy function is periodic in ¢
with period T, i.e.,

Vit + T, 1) = Vi(t, 7). (24)

Therefore, it can be expanded in the form of a Fourier series
as follows:

Vilt, ) =) VE@)ET, (25)
€
where VS(t) represents the series coefficients, given
by:
1 (T2 _
VE(T) = — / Vi(t, T)e 7 gy, (26)
T ) rp
which defines the CCF.

Analogously to the CAF, parameter € represents the cyclic
frequencies (¢ = n/T,Vn € Z). When V, (¢, ) has multiple
fundamental frequencies, then x(#) is said to be a polycyclo-
stationary process [21]. In this case, the CCF can be defined
as:

1 [T/2 .
VE(r) 2 lim T / Vet, v)e e dr. (27)

T— o0 -T/2

Using the Gaussian kernel Gy (-, -) for the calculation
of the cyclic correntropy and considering operator (-),
defined by:

() = li)mooﬁf () dt, (28)

then (27) can be rewritten as:
Ve(r) = <E{G(,(x(t), Xt + r))}e_jz”“) .9

Assuming that V{(t) is polycycloergodic [19], [21], it is
possible to represent (29) as [21]:

Vi(r) = <Gg(x(t), x(t + -L-))e*j27'[et>

1 (—[x(t) —x+ 0P -
T 202

202j2716t>>

(30)

Due to the Gaussian kernel exponential decay in (30),
the cyclic correntropy function will always converge, even
when calculated over a process x(¢) subjected to an additive
impulsive noise modeled by a non-Gaussian alpha-stable
process. This issue ensures robustness of the function to
outliers generated by impulsive noise channels, which have
less influence on Vi (7) since they are further from the
Gaussian kernel center. Another interesting feature addressed
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to the CCF can be observed while expanding (29) into
a Maclaurin series:
o

_1y
S ED b — xte + )2

1
Vi(r) =
X (T) O'\/E <n:O (20_2)””'

+2022j7ret]"}>. (31)

From (31), it can be stated that V(r) contains infinite
statistical moments information associated with the second-
order one, which are strongly related to the kernel size (o).
Larger kernel sizes will contribute to lower-order statistical
moments, with a greater influence of such moments on the
calculation of the CCF. On the other hand, smaller ones will
make the high-order moments more relevant in the calcula-
tion of V¢ (7).

Due to such characteristics, the cyclic correntropy may
be able to extract higher-order statistical information from
cyclostationary processes that cannot be typically analyzed
by the CAF, since the latter function performs a second-order
analysis.

IV. CYCLIC SPECTRAL ANALYSIS

In this section, the cyclic spectral analysis of BPSK, QPSK,
8-QAM, 16-QAM, and, 32-QAM modulations, is pro-
vided. First, a comparison among cyclostationary signatures
obtained by the CAF, FLOCAF, and, CCF, without noise
contamination, is presented. Then, an examination of the
FLOCAF and CCEF signatures, on the alpha-stable channel,
is discussed.

A. CAF VERSUS FLOCAF VERSUS CCF WITHOUT
CONTAMINATION

As treated in the previous section, since the FLOCAF and
CCF converge, even under contamination of noise with infi-
nite variance, both functions can provide cyclostationary sig-
natures robust to impulsive noise contamination. However,
a detailed spectral analysis of the cyclostationary signatures
for digital modulations, using the functions mentioned above,
has not yet been performed in the literature, particularly in the
case of M-PSK and M-QAM.

Therefore, this section provides an investigation of the
ability from the FLOCAF and CCF to extract singular cyclo-
stationary features from modulations BPSK, QPSK, 8-QAM,
16-QAM, and, 32-QAM, provided by the FLOCAF and CCF.
For a comprehensive comparative analysis, the cyclostation-
ary signatures produced by the CAF is also evaluated.

The functions are applied to modulated signals with the
same intermediate frequency f;, symbol rate f;,, and sampling
frequency f; to extract the signatures. The cyclic frequency
at ¢ = 0 was suppressed in all obtained signatures since it
is a common parameter. Besides, this central component is
the one that carries the most amount of energy, being respon-
sible for hiding the other cyclic frequencies components.
The cyclostationary features extracted by each function when
applied to noiseless signals are represented in Fig. 3 to Fig. 7.
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FIGURE 3. BPSK cyclostationary signatures obtained by the CAF, FLOCAF,
and CCF.
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FIGURE 4. QPSK cyclostationary signatures obtained by the CAF, FLOCAF,
and CCF.

Fig. 3 shows the BPSK cyclostationary signatures
generated respectively by the CAF, FLOCAF, and CCF.
The signature generated by FLOCAF contains all the cyclic
descriptors that exist in the CAF signature, but additional
cyclic components at £2f;,/f; and 34f;/f; are evidenced in
this case. In turn, a signature generated by the CCF contains
all the cyclic components provided by FLOCAF, among
which some of them present higher amplitudes, while new
cyclic components are presented at (2f; = 2fp) /fs, (4f; £1b) /fs
and (4f; £ 2f5)/f;.

Fig. 4 shows the cyclostationary signatures associated with
the QPSK modulation. In this case, the signature generated
by FLOCAF aggregates all cyclic components provided in
the CAF signature, and also cyclic components at £2f /f;,
+4f:/fs and £(4f; £ fp)/fs- On the other hand, the signa-
ture generated by the CCF presents all the cyclic compo-
nents regarding FLOCAF signature, and also new ones at
+(2f; = 2fy)/f; and £(4f; £ 2f;) /fy.

The results in Fig. 5 to Fig. 7 show that the cyclostationary
signatures of the 8-, 16- and 32-QAM modulations have
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FIGURE 5. 8-QAM cyclostationary signatures obtained by the CAF,
FLOCAF, and CCF.
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FIGURE 6. 16-QAM cyclostationary signatures obtained by the CAF,
FLOCAF, and CCF.

similar behavior to those previously described for the BPSK
and QPSK modulations. In all cases, the signatures provided
by FLOCAF contain all cyclic components presented by the
signatures generated by CAF, while also introducing new
descriptors. Similarly, the CCF signatures contain all the
cyclic components regarding FLOCAF and also present new
components in the respective cyclic spectrum.

The signatures generated by CAF shows that it is not
effective in extracting cyclic information capable of char-
acterizing, properly, each modulation. The cyclic signatures
associated with BPSK and 8-QAM shown in Fig. 3 and Fig. 5,
respectively, have the same profile. This aspect can also be
seen at QPSK, 16-QAM, and 32-QAM, which have identical
signatures.

On the other hand, the FLOCAF is capable of extracting
singular descriptors for each modulation technique, although
the signatures regarding 16-QAM and 32-QAM present slight
differences as shown in Fig. 6 and Fig. 7, respectively.

The CCF is also able to extract unique signatures
for each modulation. The obtained signatures contain all

138518
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FIGURE 7. 32-QAM cyclostationary signatures obtained by the CAF,
FLOCAF, and CCF.

components presented by the FLOCAF, and also additional
cyclic frequency ones. In this case, the signatures obtained
with the CCF present some differences between 16-QAM
and 32-QAM.

Moreover, all the cyclic components presented in the sig-
natures generated by the CCF are directly related to the
intermediate frequency (f;) and symbol rate (f3) of the ana-
lyzed signals. Thus, in addition to robustness to impulsive
noise [21], [45], the FLOCAF and CCF are capable of extract-
ing unique signatures from BPSK, QPSK, 8-QAM, 16-QAM,
and 32-QAM.

B. FLOCAF VERSUS CCF ON ALPHA-STABLE CHANNEL
The performances of the FLOCAF and CCF for obtaining
cyclostationary features from digital modulations, in impul-
sive environments, are discussed in this section. For that,
an analysis with BPSK, QPSK, 8-QAM, 16-QAM, and,
32-QAM signals contaminated by additive symmetric alpha-
stable noise, is provided. The contaminated signal can be
expressed as:

x(1) = s(1) + n(), (32)
where, n(t) is the a-stable noise and
s(t) = A(t)cos2rf; 4+ 0(1)). (33)

The term A(t) is the amplitude of the signal, f; represents an
intermediate frequency, and 6(t) is the signal phase. All these
parameters are defined according to the modulation format
adopted for information transmission.

Table 1 presents the sampling frequency, intermediate fre-
quency, and symbol rate employed in the generation of the
modulated signals, besides the parameters regarding the CCF
and FLOCAF setting. The channel was modeled as an alpha-
stable distribution with the following parameters: character-
istic exponent o = 1.52, symmetry 8 = 0, location § = 0,

2This value of characteristic exponent was adopted to define a distribution
fairly impulsive [45], [59]
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TABLE 1. Simulation parameters.

Parameter Value
Sampling frequency (fs) 10 kHz
Intermediate frequency (f;) 1 kHz
Symbol rate (f3) 200 baud
Fractional lower-order a=0.3,b=0.5
Kernel size o=1.1
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FIGURE 8. Fractional lower-order cyclic autocorrelation function versus
cyclic correntropy function (GSNR = 10 dB).

BPSK QPSK 8-QAM 16-QAM 32-QAM

|FLOCAF|
[FLOCAF|
[FLOCAF|
[FLOCAF|
[FLOCAF|

0 0
) 05 05 o 05 05 5 5 05

s o o o s o o o o
Cyclic Frequency  Cyclic Frequency  Cyclic Frequency  Cyclic Frequency  Cyclic Frequency

BPSK QPSK 8-QAM 16-QAM 32-QAM

04 O os
02 ‘ 02

Ll ‘ i
o

05 o o5 o5 o 05 s o 05
Cyclic Frequency  Cyclic Frequency  Cyclic Frequency

L ml b skl skl

05 o 05 05 o os
Cyclic Frequency Cyclic Frequency

FIGURE 9. Fractional lower-order cyclic autocorrelation function versus
cyclic correntropy function (GSNR = 0 dB).

and GSNR equal to 10 dB, and O dB. The cyclostationary
signatures obtained are shown in Fig. 8 and Fig. 9.

Fig. 8 compares the signatures of the modulations gener-
ated by the FLOCAF and CCF considering an alpha-stable
additive noise contamination with GSNR = 10 dB. In both
cases, the functions can obtain unique signatures for each one
of the modulations, since the specific positions and ampli-
tudes of the cyclic components are not the same.

Fig. 9 represents the cyclostationary signatures for signals
contaminated by alpha-stable noise with GSNR = 0 dB
obtained by the FLOCAF and CCF. The comparing of both
figures above shows that, as the impulsive noise contamina-
tion grows, the degradation of the cyclostationary signatures
increases.

In this context, the signatures generated by FLOCAF
are very sensitive to noise contamination. In other words,
the cyclic frequency components, of some signatures, when
in low GSNR condition, are significantly attenuated and even
faded, resulting in difficulty to distinguish among modulation
signatures, e.g., QPSK, 16-QAM, and 32-QAM.
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On the other hand, the signatures generated by the
CCF present enough cyclostationary information to allow dis-
tinguishing the modulations accurately, with less difference
between 16-QAM and 32-QAM.

Since the signatures, provided by the FLOCAF and CCF,
presents dynamic behaviors for the variation of GSNR con-
ditions, a more accurate comparing of both functions is pro-
vided applying them to automatic modulation classification
architectures.

Therefore, in Section V, AMC architectures, based on the
FLOCAF and CCF, are proposed, and in Section VI the
performances of both architectures are compared.

V. AUTOMATIC MODULATION CLASSIFICATION
ARCHITECTURES

As previously demonstrated, the FLOCAF and CCF can
extract singular cyclostationary descriptors for each ana-
lyzed modulation even in impulsive noise environments. This
section describes the AMC architectures based on the func-
tions mentioned above. The schematic diagram of the archi-
tectures is depicted in Fig . 10.

A. DEFINITION OF MODULATION TEMPLATES

The architectures perform a comparison between the cyclic
profiles of the input signal and the cyclic profiles of the noise-
less modulation signals available for classification, which
will be called hereafter by templates. The main difference
between the architectures is the cyclostationary function used
in the calculation of cyclic profiles. The FLOCAF-based
architecture uses FLOCAF to generate the templates and the
cyclic profile of the input signal. The same approach specifies
CCF-based architecture.

B. UNKNOWN SIGNAL

The cyclic profile of the unknown input signal must be gen-
erated following the same processes used in the templates.
Thus, if the architecture uses FLOCAF, the fractional lower-
order moments (a and b) that configure the function must
be the same for both: the templates and the input signal
cyclic profile. Similarly, if the architecture uses the CCF, both
the templates and the signature of the input signal must be
parameterized with the same kernel size (o).

C. CORRELATION COEFFICIENT
The second step of the proposed architectures is to compare
the unknown signal with the templates. For this, the simi-
larity measure, known as the Pearson correlation coefficient,
is adopted in this work, which is given by:
Cov(X,Y)
pP= (34)
VVARX)VAR(Y)

Pearson’s correlation coefficient is a technique of low
computational complexity that returns values ranging from
—1 to 1, which can be classified as follows: |p|] < 0.3
denotes uncorrelated elements; 0.3 < |p| < 0.5 denotes poor
correlation; 0.5 < |p| < 0.7 denotes moderate correlation;
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FIGURE 10. AMC Architecture based on cyclostationary feature extraction.

0.7 < |p| < 0.9 indicates strong correlation; |p| > 0.9
indicates very strong correlation® [60].

In the proposed architectures, the cyclostationary signature
of the input signal is correlated with all the templates, where
the largest coefficient (Lcc) value among them is used to
classification. The chosen coefficient is compared with a
previously defined correlation threshold (Cyy,). If the largest
correlation coefficient is lower than Cy,, the input signal will
not be recognized.

This action contributes to reducing the false-positive prob-
lem, that occurs when the predicted modulation is improperly
indicated. In other words, the correlation criterion supports
the correct modulation classification, helping to reduce the
biased decision for a specific class.

3n fact, the Pearson correlation coefficient when negative is said to be
inversely correlated.
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The incidence of false-positives decreases as higher the
threshold; however, an elevated threshold also contributes
to decreasing of true-positives classification, which results
in a decrease of classifier hit-rate. Therefore, to establish
a suitable hit-rate adjust, and limit the false-positive occur-
rences, the chosen threshold was Cy, = 0.7, since this value
guarantees moderate to strong correlation.

In case Lcc > Cyp, the decision of the input signal class
is made. When the Lcc is associated with the BPSK or
8-QAM template, the predicted modulation is respectively
attributed to BPSK or 8-QAM class. Otherwise, the architec-
tures will follow other steps to distinguish QPSK, 16-QAM,
and, 32-QAM.

D. Csi6/Ci6Qam RATIO

According to Fig. 6 and Fig. 7, the cyclostationary signatures
of 16-QAM and 32-QAM, generated by the FLOCAF and
CCF, have few differences. Among them, the most evident
one is the cyclic component at the spectral position 4f; that
appears in the signatures associated with the 16-QAM, while
itis absent in the 32-QAM. Besides that, Fig. 4 shows that the
element at the spectral position 4f;, in the QPSK signature,
is also the principal difference between that modulation and
16-QAM, whereas this component in the QPSK signature is
more significant than in the 16-QAM signature.

This way, to classify the input signal among QPSK,
16-QAM, and, 32-QAM, was used the ratio between its
cyclic component at position 4f; (Cy;e) and the component
of the template of 16-QAM (Ciepam) at the same spectral
position 4f;. The criterion applied to choose the class in
which the signal belongs consists of comparing the rela-
tion Cyig/Ci6pam With two thresholds, the QPSK threshold
(thQPSK) and the 16-QAM threshold (thlﬁQAM)-

In case that Cye/Ciepam > thgpsk, the input signal
will be attributed to the QPSK class. When thgpsy >
Csig/Cr60am > thi6pam, the input signal will be classify as
16-QAM. Otherwise, if thiggam > Csig/Crepam the choose
class will be 32-QAM. The thresholds are defined based on
an extensive investigation of Cy;,/Ciepam ratio, in a specific
GSNR condition. This process is more detailed in the next
section.

VI. AMC EXPERIMENTS
In this section, the performances of the classification archi-
tectures based on the cyclostationary features, obtained by the
FLOCAF and CCF, are evaluated in impulsive environments.
The environments were characterized by a non-Gaussian
additive alpha-stable noise with the following parameters:
characteristic exponent « = 1.5, symmetry 8 = 0, location
6 = 0, and GSNR ranging from —10 dB to 10 dB with the
step of 2 dB. The modulated signal parameters, i.e., sampling
frequency, intermediate frequency, and symbol rate, are the
same defined in Table 1 from Section I'V-B.

A. AMC USING THE FLOCAF
In the FLOCAF-based AMC architecture test, an exten-
sive search is performed to determine the fractional
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FIGURE 11. Global automatic modulation classification using the FLOCAF
for different kernel sizes, after calculating the average of GSNR.

lower-order parameters (i.e., a and b) that allow optimizing
its performance. Thus, the architecture was parameterized for
all combinations of a and b assuming the following values:
{0; 0.1; 0.3; 0.5}, which are chosen to meet the convergence
criterion represented in (14).

The architecture was tested as follows: first, the noisy input
signals, which can assume any of the proposed modulations,
were generated several times for each value of GSNR and
applied to the architecture. Then, the global classification
rate, which is the average among the classification rates of
each modulation, was calculated considering 100 iterations
per modulation, for each value of GSNR. Finally, different
classification curves were obtained, changing the fractional
lower-order parameters and varying the GSNR.

Fig. 11 shows that the FLOCAF-based architecture has
distinct behavior, in terms of hit-rate, for each combination of
a and b, which also varies with the GSNR. Therefore, to deter-
mine the fractional lower-order parameters that optimize the
architecture performance for a medium-quality channel in
terms of the GSNR, an average hit-rate was calculated con-
sidering the GSNR ranging from -10 dB to 10 dB. The result
is shown in Fig. 12.

In the particular case when a = b = 0, FLOCAF becomes
the SSCCEF, and therefore, the cyclostationary descriptors will
be less affected by impulsive noise. However, the results
in Fig. 12 demonstrate that, on average, the architecture can
correctly classify more modulation types when parameterized
with a = 0.3 and b = 0.5. This result suggests that the digital
modulations evaluated contain cyclostationary information
that is better evidenced by such specific fractional lower-
order parameters.

After determining the cyclic function parameters that opti-
mize the average performance of the architecture, a more
detailed analysis of the classifier can be performed, con-
sidering 1,000 iterations per modulation, for each value of
the GSNR.

The thgpsk and thiggam were defined considering a com-
prehensive analysis of signatures of QPSK, 16-QAM, and,
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FIGURE 13. Definition of thy,s, and thyggam thresholds.

32-QAM modulations, under the noise contamination corre-
sponding to GSNR = 10 dB. For that, each modulation signa-
ture was generated 1, 000 times, and the factor Cy;g/Cr60am
was calculated for each one of them.

The analysis, presented in Fig. 13, shows that the samples
associated with 16-QAM are in a particular range of magni-
tude that is between QPSK and 32-QAM ranges. Therefore,
the thypg and thiepam were respectively established con-
sidering three standard deviations above, and three standard
deviations below the mean value of 16-QAM samples. The
adopted thresholds in the FLOCAF-based AMC architecture,
are presented in Table 2.

After setting the fractional lower-orders parameters (a and
b), and adjusting of the thresholds, the architecture was tested,
and its classification behavior is shown in Fig. 14.

Fig. 14 shows that the architecture based on FLOCAF has
a distinct classification performance for each modulation.
The classification hit-rates achieves values above of 90%
in the GSNR = 0 dB, for BPSK, 8-QAM, and, 32-QAM
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TABLE 2. Thresholds of FLOCAF-based AMC architecture.

Parameter Value
Cip 0.70
thqopsk 0.90
thlGQAju 0.26

Classification hit-rate

-10 -8 -6 -4 -2 0 2 4 6 8 10

GSNR (dB)

FIGURE 14. Modulation classification curves of FLOCAF-based
architecture with a = 0.3 and b = 0.5, and 1,000 interactions per GSNR.

TABLE 3. Confusion Matrix of FLOCAF (a = 0.3, b = 0.5, GSNR = 0 dB).

Modulation Actual Modulation

Classification | BPSK | QPSK | 8QAM | 16QAM | 32QAM
BPSK 963 0 0 0 0

QPSK 0 79 0 0 0
8QAM 31 0 985 0 0
16QAM 0 869 0 50 15
32QAM 0 4 0 919 946
Below Cyp, 6 48 15 31 39

modulations. While for QPSK modulation, the architecture
needs GSNR = 4 dB.

When GSNR = 8 dB, the architecture achieves a hit-
rate close to 100% for all modulations. Since the classifier
presents a particular behavior in each GSNR condition, for
more detailed analysis, the confusion matrices of some GSNR
instances are given in Tables 3 to 5.

The summarized results show that, for low GSNR levels,
the QPSK modulation is widely confused with 16-QAM.
Thus, it is inferred that for a very high noise level, some cyclic
components from QPSK modulation are attenuated resulting
in a signature that is more approximate of the 16-QAM
template than of the QPSK template. However, the matrices
also indicate that, as the GSNR increases, the accuracy of
QPSK classification grows.

Similar behavior occurs for the 16-QAM classification, for
low GSNR levels, this modulation is widely confused with
32-QAM. Just as in the case discussed above, as the GSNR
increases, the accuracy of the 16-QAM classification also
increases. However, the hit-rate of this modulation growing
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TABLE 4. Confusion Matrix of FLOCAF (a = 0.3, b = 0.5, GSNR = 4 dB).

Modulation Actual Modulation

Classification | BPSK | QPSK | 8QAM | 16QAM | 32QAM
BPSK 999 0 0 0 0

QPSK 0 984 0 0 0
8QAM 0 0 996 0 0
16QAM 0 0 0 531 5
32QAM 0 0 0 451 981
Below Cj, 1 16 4 18 14

TABLE 5. Confusion Matrix of FLOCAF (a = 0.3, b = 0.5, GSNR = 10 dB).

Modulation Actual Modulation

Classification | BPSK | QPSK | 8QAM | 16QAM | 32QAM
BPSK 1000 0 0 0 0

QPSK 0 998 0 2 0
SQAM 0 0 999 0 0
16QAM 0 0 0 993 3
32QAM 0 0 0 2 997
Below Cyy, 0 2 1 3 0

slower, which indicates that 16-QAM is more sensitive to
noise contamination than other analyzed modulations.

These results also indicate that, for the classification cri-
teria adopted in the proposed architecture, the cyclic signa-
tures of BPSK, 8-QAM, and, 32-QAM are the most robust
to impulsive noise contamination, once that, even for some
negative GSNR values, the classification hit-rates for these
modulations are elevated.

B. AMC USING CCF

In the test of the CCF-based AMC architecture, analogously
to the case of FLOCAF, an extensive search is performed to
determine the best kernel size (o) that allows optimizing the
overall performance. In this case, all values in the range from
0.1 to 1.4 with steps of 0.1 were evaluated.

The experiment was conducted as follows: first, the noisy
input signal, which may assume one of the modulations, was
generated several times for each GSNR condition and applied
to the architecture. Then, the global classification rate was
calculated, considering 100 iterations per modulation, for
each value of GSNR. Finally, different classification curves
were obtained for each modulation considering the GSNR
variation. The results are represented in Fig. 15.

Fig. 15 shows that the CCF-based AMC architecture has
distinct behavior, in terms of hit-rate, for each kernel size,
which also varies with the GSNR. Therefore, to determine
the value that optimizes the architecture performance for a
medium-quality channel, the average of global hit-rate related
to the GSNR range was verified.

The results in Fig. 16 denote that, on average, the archi-
tecture achieved the highest hit-rate when parameterized
with 0 = 1.2. Thus, after finding the best kernel size for
the investigated configurations, more detailed classifier tests,
considering 1,000 iterations per modulation, for each GSNR
value, can be performed.

The thgpsk and thigpam were defined considering an
analysis of signatures of QPSK, 16-QAM, and, 32-QAM in
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FIGURE 16. Global automatic modulation classification using the CCF for
different kernel sizes, after calculating the average of GSNR.

TABLE 6. Thresholds of CCF-based AMC architecture.

Parameter Value
Cip 0.70
thQPSK 1.29
thiegAaM 0.52

an «a-stable channel with GSNR = 10 dB. Modula-
tion signatures were generated 1, 000 times, and the factor
Csig/C160am Was calculated for each one of them.

Fig. 17, shows that the samples associated with
16-QAM are in a particular range of magnitude that is
between QPSK and 32-QAM ranges. This way, as in the case
of the FLOCAF-based architecture, the thyg and thiepam
were established considering three standard deviations
above, and three standard deviations below the mean value
of 16-QAM samples. The adopted thresholds in the
CCF-based AMC architecture are presented in Table 6.

After setting the kernel size (o), and adjusting of the
thresholds, the CCF-based architecture was tested, and its
classification behavior is shown in Fig. 18.
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FIGURE 18. AMC using the CCF with ¢ = 1.2, and 1,000 interactions while
varying the GSNR.

The results in Fig. 18 show that the architecture has dif-
ferent performances for each modulation, where the BPSK
classification is the most accurate, and 16-QAM classifica-
tion is the most sensitive to contamination. Even so, in the
classification of BPSK, QPSK, 8-QAM, and, 32-QAM,
the architecture achieves hit-rates close to 100% for GSNRs
as of 0 dB. The classification of all modulations is approxi-
mately 100% when GSNR = 6 dB.

The confusion matrices of different GSNR levels are given
in Tables 7 to 9 to provide a detailed analysis of the clas-
sifier. The matrices show that, for lower GSNR condition,
the 16-QAM is confused with 32-QAM. This result indicates
that the signature of 16-QAM, under severe noise contami-
nation, is more approximate of the 32-QAM template than of
the 16-QAM template.

Therefore, it can be inferred that the intense contamination
over the 16-QAM, contributes to the fading of the cyclic
component that differentiates its signature from the 32-QAM
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TABLE 7. Confusion Matrix of CCF (c = 1.2, GSNR = 0 dB).

Modulation Actual Modulation
Classification | BPSK | QPSK | 8QAM | 16QAM | 32QAM
BPSK 1000 0 0 0 0
QPSK 0 1000 0 2 0
8QAM 0 0 1000 0 0
16QAM 0 0 0 386 2
32QAM 0 0 0 612 998
Below Cyp, 0 0 0 0 0
TABLE 8. Confusion Matrix of CCF (¢ = 1.2, GSNR = 4 dB).
Modulation Actual Modulation
Classification | BPSK | QPSK | 8QAM | 16QAM | 32QAM
BPSK 1000 0 0 0 0
QPSK 0 1000 0 1 0
8QAM 0 0 1000 0 0
16QAM 0 0 0 928 0
32QAM 0 0 0 71 1000
Below Cp, 0 0 0 0 0
TABLE 9. Confusion Matrix of CCF (c = 1.2, GSNR = 10 dB).
Modulation Actual Modulation
Classification | BPSK | QPSK | 8QAM | 16QAM | 32QAM
BPSK 1000 0 0 0 0
QPSK 0 1000 0 1 0
8QAM 0 0 1000 0 0
16QAM 0 0 0 999 0
32QAM 0 0 0 0 1000
Below Cp, 0 0 0 0 0

signature. However, the matrices also indicate that the hit-rate
of 16-QAM grows as the GSNR increases.

Directly comparing, the AMC CCF-based architecture
(Fig.18) performs better than the FLOCAF-based one
(Fig.14), since, considering the same channel conditions, and
the same modulations, the hit-rate of CCF-based architecture
is higher than hit-rate of FLOCAF-based architecture.

VIl. SYMBOL RATE ESTIMATION

As demonstrated in section IV-B, the CCF and FLOCAF are
capable of extracting cyclostationary descriptors of the mod-
ulations contaminated by alpha-stable non-Gaussian addi-
tive noise. Nevertheless, this task becomes harder at very
lower GSNR levels, since the intense noise can attenuate the
components from cyclostationary signatures. However, some
components are more robust than others.

In the cyclostationary signatures provided by the FLOCAF
and CCF, the component associated with the symbol rate of
the modulated signal is the most robust to impulsive noise
contamination, as demonstrated in Fig. 19 and Fig. 20.

Fig. 19 and Fig. 20, show the QPSK signatures generated,
with the parameters presented in Table 1 from Section IV-B,
by both cyclostationary functions in different GSNR condi-
tions: —5 dB, 0 dB, and, 10 dB. In all the cases, the com-
ponent associated with the symbol rate remains virtually
unaltered, while the other components are fading in lower
GSNR conditions.

Thus, since the cyclic component associated with the sym-
bol rate is robust to impulsive noise contamination, moreover,
considering that the intermediate frequency (f;) is known,
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FIGURE 19. Cyclostationary signatures of QPSK modulation obtained by
the FLOCAF in three different GSNR conditions.
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FIGURE 20. Cyclostationary signatures of QPSK modulation obtained by
the CCF in three different GSNR conditions.

and, that the symbol rate (f,) of the signal does not exceed
half of f;, then f; can be estimated from the signatures by the
following method: the symbol rate will assume the value of
the spectral position, in the range from O to f; /2, of the cyclic
component with the most significant amplitude.

Tests of the symbol rate estimation using the FLOCAF
and CCF, over impulsive noise contamination, are provided
as follows.

A. SYMBOL RATE ESTIMATION USING THE FLOCAF

To demonstrate that the FLOCAF, combined with the method
before described in this section, enables the symbol rate esti-
mation from modulated signals contaminated by impulsive
noise, the following test was performed: first, many examples
of modulations contaminated with alpha-stable noise were
generated for different GSNR conditions ranging from -10 dB
to 10 dB with the step of 2 dB. Then, the symbol rate estima-
tion was performed for each instance of the signal tested.

The global symbol rate estimation, which is the average
among the estimation hit-rates of each modulation, was cal-
culated considering 1,000 iterations per modulation, for each
GSNR condition.

Fig. 21 shows that using FLOCAF makes it possible to
obtain high accuracy levels for the estimation of symbol
rates even for low GSNRs. The correct estimation, which
begins above 80% in the lowest GSNR condition, increases
fast and achieves a hit-rate approximately equal to 100%
in GNSR = —2 dB.
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FIGURE 21. Global symbol rate estimation using the FLOCAF with a = 0.3
and b = 0.5, for 1,000 interactions per modulation, for each GSNR value.
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FIGURE 22. Global symbol rate estimation using the CCF with ¢ = 1.1,
applying 1,000 interactions per modulation, for each GSNR value.

B. SYMBOL RATE ESTIMATION USING THE CCF

The same scenario, used in symbol rate estimation by
FLOCAF, was applied to tests with CCF: the proposed mod-
ulations were contaminated with different alpha-stable noise
levels, and the symbol rate estimation was performed for
each instance of the tested signal. The global symbol rate
estimation was calculated considering 1,000 iterations per
modulation, in each GSNR condition.

Fig. 22 shows that with the CCEF, it is possible to obtain
high accuracy for the estimation of the symbol rate even for
low GSNRs. The correct estimation, which begins above 97%
in the lowest GSNR condition, achieve hit-rates of 100% in
GSNR = -8 dB.

A directly comparing demonstrates that the estimation of
the symbol rate from modulated signals, applying the CCF is
more efficient than estimation using FLOCAF (Fig. 21).

VIIl. CONCLUSION

This work has compared the ability of the FLOCAF and
CCF to extract cyclostationary features from BPSK, QPSK,
8-QAM, 16-QAM, and, 32-QAM modulations. The obtained
results allow concluding that both functions can extract
unique signatures from each modulation format.
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This work also has investigated the influence of the frac-
tional lower-order parameters, a and b, and the kernel size
(o) on the performance of the AMC architectures, since
they are free parameters of the FLOCAF and CCF, respec-
tively. In this context, the numerical adjustment of FLOCAF
parameters shows that the values of a and b that maximize
the performance of the FLOCAF-based architecture are non-
null, thus indicating that this configuration performs better
than a SSCCF-based architecture. Both architectures present
satisfactory behavior regarding the AMC task in impulsive
environments. Notably, the CCF-based architecture achieved
a superior performance than the FLOCAF-based one.

In addition to defining new AMC architectures, it has
been shown that the FLOCAF and CCF can also provide the
symbol rate estimation of the investigated modulations, even
with high contamination by impulsive noise. In this context,
the estimation based on CCF also achieved a superior perfor-
mance than the FLOCAF-based symbol rate estimation.

Further studies could include the comparing of the archi-
tectures proposed in this work with new CCF-based AMC
architectures combined with artificial neural networks for
scenarios subjected to multipath fading and impulsive noise;
besides, extend the cyclostationary analysis to higher-order
digital modulations like 64-QAM and 128-QAM. Moreover,
the symbol rate estimation by CCF could be integrated with
an AMC architecture.

APPENDIX A

THE CCF IMPLEMENTATION

In the systems, the CCF defined in (26) can be calculated

using the following estimator:
€ 1 = —j2mem

Vi) = Vi Z Gy (x[m], x[m+ t))e , 35)
m=0

where x[m] is a discrete-time signal, M is the number of

observations, 7 is a discrete-time delay and € is the cyclic

frequency. Although it is proven to be effective, the calcu-
lation of this estimator is directly related to the number of

signal samples. In other words, the higher the value of M,

the longer the processing time. Thus, the efficient calculation

of CCF can be performed from the following steps:

Step 1. The input signal x[m] is divided into L blocks with
N samples (a given block may contain intersection
samples with the previous one);

Step 2. Calculate the correntropy function Vy,(n, t,) from
each block of size N, wheren =0,1,2,...,N — 1
and/ =0,1,2,...,L—1:

.
Va(n, t) = ZO Go(ulnl, xiln + w));  (36)

Step 3. Calculate the mean over the blocks of correntropy
function:

L—1
1
Veln, @) = © 12_; Va(n, t); (37)
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Step 4. In order to avoid the central component that contains

no cyclic information, it is necessary to centralize
VX (l’l, Tn):

N-1
1

Veln, ) = Vi, 7) = = 3 Vil 7). (38)

n=0
Step 5. Finally, the calculation of V¢ (t) can be done effi-
ciently using the Fast Fourier Transform algorithm:
Vi () = fit{Vi(n, )} (39)

APPENDIX B

THE FLOCAF IMPLEMENTATION

The implementation of FLOCAF is similar to the CCF as
described in Appendix A. Except for step 2, where Rz;b(n, )
in (40) is used instead of Vy;(n, 1,,) in (36), the remaining steps
are identical.

N-1

1
Rt = < D Galmllalal ")

n=0

x(ln+ tlaln + @) @0)
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